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ABSTRACT

Synthetic aperture radar (SAR) is an imaging technique that uses antenna motion

and spatial diversity to coherently combine received waveforms and form images of

a scene of interest. This thesis focuses on the SAR problem of passive imaging of

moving targets. A passive radar imaging system uses small, mobile receivers that

do not radiate any energy. The received signals are obtained from the scattered

waves due to illuminating sources of opportunity such as commercial television,

radio, and cell phone towers. A system of passive receivers results in significant cost

and manufacturing advantages. Additionally, since the passive radar systems do not

radiate any energy, they offer stealth benefits.

The first part of this thesis considers the passive synthetic aperture moving

target imaging problem using relatively wideband RF sources of opportunity such as

DVB-T and WiMax signals. No knowledge of the transmitter locations or waveforms

is assumed, so a correlation-based technique is used to backproject the data based on

time difference of arrival between pairs of receivers. Velocity estimation is performed

by forming images based on a range of hypothesized velocities, and analyzing the

degree of focus of each image. We show that images with the correct hypothesized

velocities will yield focused reconstructions of the corresponding moving target. In

addition, a detailed performance analysis is developed for this method.

The second part of this thesis addresses the case of ultra-narrowband trans-

mitters of opportunity. These signals of opportunity are common, but they do not

possess high enough bandwidth to provide the range information to use with conven-

tional SAR methods. Instead, an approach called Doppler-SAR is used, where high

resolution position images are formed by using the high Doppler resolution infor-

mation in the ultra-narrowband waveforms. We first develop an analogous method

to the case of unknown transmitter parameters by using correlation to backproject

the frequency difference of arrival between pairs of received signals. Next, a novel

technique to combine the Doppler imaging approach with the displaced phase cen-

ter antenna approach is developed. Two channels are used to receive signals from a

xii



scene, and their Doppler shifts are compared to remove stationary clutter. Finally,

the along-track interferometry clutter suppression method is also combined with

Doppler SAR, and the theoretical results of the Doppler case are compared to the

well known wideband case.
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CHAPTER 1

Introduction

1.1 Motivation

Synthetic aperture radar (SAR) is a type of radar that attempts to form images

of the Earth’s surface by coherently combining the reflected radio waves at different

antenna locations. This technology has many important applications in both civil

and defense areas. For example, SAR imaging can be used to monitor the status of

dams and levees from space-borne satellites, or airborne antennas can be flown over

a scene of interest to form an image of an important location in hostile territory.

Since SAR uses radio waves and not optics, these tasks can be performed at places

and times where ordinary optical imaging could not, such as at night or in inclement

weather.

Passive radar systems do not use their own active transmitters, but instead,

they rely on external sources of opportunity present in the surrounding environment.

The received signals are obtained from the scattered waves transmitted by either co-

operative or non-cooperative illuminating sources of opportunity. Imaging methods

that use cooperative sources of opportunity generally use the transmitter antenna

position and/or waveform, while methods that use non-cooperative sources have no

access to this information. Passive radar is becoming a valuable tool, as many en-

vironments have become richer in the available transmissions, such as commercial

television, radio, and cell phone towers.

Passive radar has two important benefits over its active counterpart. First, a

system of passive receivers results in significant cost and manufacturing advantages.

There is no requirement for expensive transmitters and small mobile receivers can

be made at a much cheaper cost. Additionally, since the passive radar systems do

not introduce any new signals to the environment, they have the stealth advantage

and are able to stay active for a longer duration.

Synthetic aperture radar imaging is typically designed for stationary scenes;

however, it has many useful properties that are advantageous for moving target
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imaging. In many applications such as defense and surveillance, most of the targets

of interest are moving, and this motion causes smearing artifacts in the reconstructed

images. By developing moving target imaging methods for SAR, we can obtain the

benefits of traditional SAR while reconstructing focused and accurately positioned

moving targets. SAR systems relax the requirement of long antenna and narrow

beamwidth by combining measurements over a large, synthetic aperture. Therefore,

a large antenna footprint is characteristic of typical SAR systems. This benefits

moving target detection and tracking because of the ability to monitor larger areas

of the scene for longer periods of time.

1.2 Challenges

Synthetic aperture radar imaging of ground moving targets is a difficult prob-

lem on its own, even in the active case where the transmitter parameters can be

controlled. In reconstructed images, moving targets often appear smeared and in-

correctly located. Special methods must be employed to both focus and correctly

position a moving target, which is still an unsolved problem in synthetic aperture

radar. Furthermore, the stationary clutter in which the moving target is embedded

presents additional challenges. The moving target signal is often relatively weak and

embedded in the strong, stationary clutter response of the ground, trees, and man-

made structures. Also, since the antennas are moving with respect to the ground,

the stationary clutter has a Doppler shift in addition to the moving target.

When considering the scenario of passive synthetic aperture radar, additional

challenges are introduced. First, signals of opportunity available from cell phone

communications, television, and radio broadcasting towers do not possess the ideal

properties ordinarily used for radar. Ultra-narrowband waveforms are often used,

which do not have a large enough bandwidth to provide the range resolution neces-

sary for conventional algorithms in SAR. In addition, when non-cooperative trans-

mitters are used, the transmitter location and waveform are unknown. These un-

known parameters present significant challenges to conventional SAR methods that

do not take these into account.
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1.3 Goals

The goal of this thesis is to develop methods to determine both the position

and velocity of scatterers in a moving scene using multiple airborne receivers and

existing sources of opportunity.

Existing SAR algorithms assume all scatterers in the scene of interest are

stationary, and when moving targets are present, artifacts are introduced. First, the

moving scatterers appear smeared and unfocused, often times masking their ability

to be detected. Second, incorrect velocity estimation, which occurs when a moving

target is assumed to be stationary, causes positioning errors. Therefore, the moving

targets in the reconstructed images are located offset from their true position. Image

reconstruction and velocity estimation algorithms that take this motion into account

can provide focused and more accurate SAR images. Furthermore, we wish to

understand the nature of these smearing artifacts and positioning errors in order

to both explain the artifacts as well as provide a groundwork for more advanced

imaging methods in the future.

In addition to developing methods specific to moving target imaging, our goal

is to use and understand imaging modalities that take advantage of sources of op-

portunity, both cooperative and non-cooperative. Our image reconstruction and

velocity estimation methods will be able to process the data from multiple moving

receivers and exploit their spatial diversity in order to estimate the desired parame-

ters without the knowledge of transmitter locations or transmitted waveforms. Since

many waveforms of opportunity are ultra-narrowband, specific methods will need

to take these into account in order to form high resolution images when wideband

waveforms are not present in the environment.

Finally, moving targets are often embedded in strong, stationary clutter, which

can mask the moving target response. Clutter suppression is an important technique

which removes or mitigates the response from stationary ground clutter in order

to detect moving targets or to better estimate their velocities. Therefore, clutter

suppression is an important problem that must be addressed to properly discuss

moving target imaging.
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1.4 Contributions

Our methods for passive SAR imaging involve developing filtered backprojec-

tion type techniques in order to reconstuct the images. These methods have the

advantage of being implemented simply and efficiently in practice. In addition, we

derive a novel forward model starting with first principles, allowing us to understand

and choose accurate approximations to derive the models.

In the first part of this thesis, we consider the problem of passive synthetic

aperture imaging of ground moving targets using relatively wideband RF sources

of opportunity. Examples of these transmissions are the digital video broadcasting

- terrestrial (DVB-T) and WiMax signals. We assume non-cooperative sources of

opportunity, meaning the transmitter location and waveform are unknown. For

this problem, we take a correlation-based approach in order to backproject the

data based on the time difference of arrival between each pair of mobile receivers.

We derive a filtered backprojection operator for a given hypothesized velocity such

that when this velocity equals the true velocity of a target, it is reconstructed at

the correct location and strength. A stack of images is formed over a range of

hypothesized velocities, and entropy is used as a measure of focus for each image.

Velocity estimation and image reconstruction for each target are performed by taking

the images that correspond to the lowest entropy.

Next, we perform a detailed performance analysis for our imaging method.

The resolution of position and velocity is addressed by analyzing the bandwidth

available in the data in the corresponding position and velocity spaces. We identify

various important factors related to signal parameters and imaging geometry that

contribute toward the position and velocity resolution. The second task in this

performance analysis is analyzing the position error resulting from an incorrectly

hypothesized velocity. We derive analytic formulas that relate the error in position

in two orthogonal directions as a function of the error in hypothesized velocity. We

show that a small change in velocity error induces only a small change in position

error.

The second part of this thesis presents methods for imaging moving targets

with ultra-narrowband sources of opportunity. The long waveform duration and
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narrow bandwidth of these signals correspond to an extremely poor range resolu-

tion, so these illuminators are unsuitable for the methods developed in the first part.

Instead, we use the Doppler resolution in the received signal in order to backproject

onto iso-Doppler contours in order to form high resolution images. For the prob-

lem of non-cooperative sources of opportunity, we again take a correlation-based

approach, but we backproject the temporal frequency difference of arrival between

pairs of receivers.

In addition to the method of Doppler synthetic aperture hitchhiker imaging, we

also discuss two different methods for clutter suppression in the context of Doppler

SAR. We use multiple receivers configured in space and time so that we can suppress

stationary clutter and obtain high resolution position and velocity information. The

displaced phase center antenna (DPCA) and along-track interferometry (ATI) tech-

niques are well-known techniques in radar to use different sets of data acquired from

the same imaging geometry at different times in order to extract the dynamic na-

ture of the scene. We derive the relationship between the two data sets for Doppler

SAR and analyze how they can be useful in the context of Doppler SAR imaging of

ground moving targets.

1.5 Outline of Thesis

Chapter 2 of this thesis provides a literature survey of important fields that

are closely related to passive synthetic aperture radar imaging of moving targets.

It starts from moving target imaging with active SAR and then describes various

types of passive radar that are related to SAR/GMTI. Chapters 3 and 4 describe

our first imaging method that deals with relatively wideband sources of opportu-

nity. Chapter 3 describes the forward model, inversion method, and simulations to

demonstrate the results, while chapter 4 presents a detailed performance analysis of

key aspects of the method. Chapters 5 and 6 address the second type of waveforms

of opportunity: ultra-narrowband waveforms. Chapter 5 introduces the method

of using iso-Doppler contours with the hitchhiker modality of synthetic aperture

radar. We present a filtered-backprojection method analogous to the one presented

in Chapter 3 that backprojects correlated data onto iso-Doppler contours with a hy-



6

pothesized velocity. Chapter 6 introduces the application of the two-channel clutter

suppression techniques displace phase center antenna and along-track interferome-

try in order to improve moving target detection. Finally, Chapter 7 concludes the

thesis.



CHAPTER 2

Literature Survey on Passive SAR Imaging of Moving

Targets

Passive synthetic aperture radar imaging of ground moving targets is a relatively

unexplored field. However, various closely related fields to passive SAR have been

investigated extensively. For example, active SAR imaging of ground moving targets,

called SAR/GMTI, has shown some promising results. Additionally, many studies

have been done on basic passive radar sytems showing that this technology can be

quite useful. Research in passive radar is generally in either the area of detection

and tracking or imaging of airborne targets, both using stationary receivers.

2.1 SAR Imaging of Ground Moving Targets (SAR/GMTI)

SAR imaging of ground moving targets, called SAR/GMTI, is well-researched

for the active case, when the transmitters are under the control of the radar designer.

Originally SAR was designed for imaging a stationary scene, and as a result, moving

targets appear smeared in the reconstructed images. The images show prominent

streaks, reducing the image quality, and the moving targets cannot be easily de-

tected. SAR/GMTI attempts to detect moving targets and simultaneously form

focused images.

In GMTI radar with stationary receivers, clutter can normally be filtered out

of the received signal by removing the zero-Doppler components. With moving re-

ceivers, advanced processing techniques must be used to handle the spread clutter

Doppler. Displaced phase center antenna (DPCA) and space-time adaptive pro-

cessing (STAP) are two techniques that have been proposed to handle this issue [1],

[2].

Combining SAR with GMTI provides many important practical advantages.

The two-dimensional SAR image complements the GMTI problem by providing a

visual context for the moving target. The image formation process can also be used

to detect moving targets in the scene of interest. Conversely, GMTI complements

7
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SAR as well. Detecting and estimating the motion parameters of moving targets

can be used to analyze and improve SAR images containing these targets.

SAR/GMTI work varies in terms of the amount of information about the mov-

ing scene they assume. These papers generally either require prior information about

the moving targets before image formation, or they perform image reconstruction

without information about the motion parameters.

Papers that do not require prior information about the motion parameters

emphasize the moving target detection over the image formation. The first step is

often to employ some kind of clutter suppression. Along track interferometry (ATI)

[3] is another technique used for this, in addition to DPCA and STAP. ATI operates

by multiplying one received signal by the complex conjugate of the other instead of

subtracting the two. The received data is also often transformed in various ways to

suppress clutter. [4] describes an approach where time-frequency analysis is used to

detect the moving target.

Another technique used in SAR/GMTI that falls into this category is to form

images using hypothesized motion parameters and subsequently perform detection

and estimation from this stack or sequence of images. In [5], a stack of images

is created by hypothesizing a range of velocities for the target. The target can

then be detected in this stack since it will be focused in one of the correct velocity

images. Alternatively, a measure of focus of the image has been used to determine

the accuracy of a hypothesized velocity [6], [7]. With accurately estimated motion

parameters, the reconstructed images should be maximally focused, and the contrast

should be at its maximum. These papers propose various techniques to iterate and

alter the image and parameters until the reconstructed image is sufficiently focused.

The second group of SAR/GMTI papers that often use prior information about

the target motion parameters generally emphasize the image formation process over

target detection. When this prior information is unavailable, which is often the case,

the parameters must be estimated. [8] estimates the motion parameters with max-

imum likelihood before attempting image formation. In [9], the velocity estimation

is achieved by tracking position displacement from single-look SAR images. Various

other parameter estimation techniques have also been used, for example in [10] and
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[11].

Image formation has also been shown to be viable with techniques that do

not require parameter estimation. For example, in [12] a keystone transform is used

to correct for the linear range migration while a two-dimensional quadratic phase

correction focuses the target in the cross-range direction. Another example is seen

in [13], where a two-dimensional matched filtering is constructed with respect to the

target and correlated with the image to produced a focused moving target image.

Although the target’s along track velocity must be known, a presumed value can be

used followed by autofocus techniques. Finally, in [14], a SAR image of a moving

scene is formed, and subsequently refocused after identifying the moving target’s

response in the SAR image domain.

2.2 Passive Radar Fundamentals

The idea of passive radar is not new, and its concepts have been explored

for many decades. Passive radar grew out of bistatic radar, which started being

developed in the 1930s. Bistatic radar, which simply uses a separate transmitter

and receiver, was dominant early on because of its simplicity, but the invention of

the duplexer allowed the more accurate monostatic version to become popular. Still,

bistatic radar has important advantages, many of which are carried over to passive

radar.

Despite the absence of knowledge of transmitter locations, passive radar, if

used correctly, can provide an extremely capable system. In [15], a potential per-

formance analysis of a simple, stationary passive radar system (also called passive

coherent location) is constructed. The work derives a passive form of the bistatic

radar equation and investigates the properties of common transmitters. Many of

these properties are beneficial for exploitation in passive radar. For example, broad-

casting stations have a high transmission power to compensate for low quality re-

ceivers with poor noise figures. Furthermore, broadcasting towers tailor the antenna

directivity to avoid wasting too much power above the horizon. The paper then in-

vestigates in more detail three common types of non-cooperative transmitters: FM

radio, cell phone stations, and digital audio broadcasting (DAB).
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[16] follows the work done in [15] and investigates waveform properties com-

monly found in passive radar. The ambiguity functions of various transmission

waveforms are computed in order to determine the efficacy of passive coherent lo-

cation. The resolution in range and Doppler is explored as well as the ambiguities

that arise from the multistatic and bistatic antenna geometries. The paper also con-

cludes that most transmission waveforms suitable for passive radar are narrowband

and consequently result in good Doppler resolution but poor range resolution.

[17] is another paper that looks at common ambiguity functions found in pas-

sive radar and their feasibility. The paper discusses how the signal quality in analog

modulation schemes such as FM radio can depend heavily on the content and can

degrade at times. One example of this is the degradation in signal quality during

pauses in speech. Digital modulation schemes are usually more consistent over time

and provide more favorable transmissions.

[18] is one other article investigating passive radar transmission performance.

This paper goes into more detail about the properties of various possibilities for

passive radar signals, how digital modulation schemes have preferable properties to

analog modulation, and how the geometry of transmitters and receivers affects the

ambiguity functions of the signals present.

2.3 Passive Detection and Tracking of Airborne Targets

The earliest and most common research done on passive radar systems in-

volves the detection and tracking of airborne targets using stationary, ground-based

receivers [19]-[28]. These papers help justify the feasibility of such systems by an-

alyzing the existing sources of opportunity such as television transmissions as well

as analog and digital radio. In addition, many of the research shows promising

results with simulations of real data or system prototypes generating real aircraft

detections.

[19] is one the earliest works to investigate the detection of airborne targets

using a passive radar system. The paper investigates performance using the available

UHF television signals in the London area. Although, the investigated system did

not show stellar performance, the paper proposed significant advantages of a passive
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system using only a rudimentary approach. [20] follows this work a decade later

and uses a television transmitter and a single receiver to detect and track airborne

targets. The proposed system uses the Doppler shift and direction of arrival (DOA)

of the received CW television echoes to detect targets and subsequently form and

maintain tracks of their positions. Track initialization and maintenance algorithms

include a genetic algorithm, the Levenberg-Marquardt algorithm, and an extended

Kalman filter. The system is of lower accuracy than a corresponding monostatic

implementation, but it has the advantages of simplicity and cost. Finally, this

detection and tracking method can be extended to work with any system with a

dedicated CW transmitter.

The tracking problem is analyzed further in [21]. Specifically, this article

presents an approach to airborne target tracking using FM radio based passive

radar. Two filters are presented for tracking: an extended Kalman filter and a

particle filter. By incorporating the radar cross section (RCS) in the vector of

measurements, the particle filter is able to simultaneously classify while tracking

the target. Since the RCS at lower frequencies tends to vary slower with respect

to incidence angle, the FM-band waveforms allow the particle filtering approach to

be robust for target recognition. This low frequency benefit for examining the RCS

of targets is also explored in [23]. This article analyzes the possibility of adding

automatic target recognition (ATR) components to passive radar systems. The

paper shows some mixed results, but it concludes that the system can be viable

when the signal-to-noise ratio is greater than one.

[22] is another paper (similar to [20]) that describes a passive radar detection

and tracking system. However, this paper uses FM radio as its transmitter of op-

portunity instead of television signals. Another addition of this system is that it

uses wideband processing to take advantage of range information in the signal in-

stead of just Doppler shift and DOA. The estimates of range, Doppler, and bearing

are then fed into a conventional Kalman filter to do the tracking and finally into

a nonlinear estimator to estimate the target’s location, speed, and heading. The

paper succeeded in being able to cancel clutter and direct signal reception from the

radio station as well as cross-correlate the data to detect targets in real-time.
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[24] shows another implementation for an aircraft detection system, investi-

gating the usage of DAB signals as well as Digital Radio Mondiale (DRM) signals.

It’s expected that the DRM signals yield poor range information because of their

significantly reduced bandwidth as compared to the DAB signals. The system first

eliminates the direct path signal, correlates the received signal with the cleaned

transmission signal, and then thresholds to reveal any detections. Aircraft from a

nearby airport were observed; however, direct transmission from the source could

not be completely removed due to Doppler smearing.

Another paper worth noting in relation to passive radar systems is [25]. This

paper illustrates in detail a novel multistage algorithm for disturbance removal in a

passive bistatic radar system. The algorithm achieves excellent disturbance removal,

and it also allows for strong target echo cancellation such that weaker targets can

be detected. The algorithm was run on real data, and in addition, a suboptimal but

less complex computationally was presented.

In [26], the standard multichannel techniques of DPCA and STAP are applied

to a passive airborne system to in order to detect ground moving targets. Although

it does not perform SAR imaging, it shows promising results for airborne passive

radar in conjunction with ground moving targets.

2.4 Passive Imaging with Stationary Receivers

The next major category of research relevant to passive SAR moving target

imaging is deals with the passive imaging of targets using stationary receivers. Of-

ten, these systems are intended to image airborne targets to function as an inverse

synthetic aperture (ISAR), but ground scenes can be imaged as well. As described

in [29], image formation has merit for automatic target recognition when the target

is not already in the recognition system’s library. Additionally, it can be very useful

to present these images to human observers for analysis. These passive imaging sys-

tems with stationary receivers evolve and complement the detection and tracking

systems nicely by either directly substituting or providing images to aid overseas

monitoring.

In [30], the airborne target imaging problem was studied by simulating TV
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station data. The television transmissions were used as sources of opportunity for

a passive receiver system to perform the imaging. The study performed the image

formation by direct Fourier reconstruction (DFR), which involves interpolating the

sampled Fourier data on a grid and performing a 2D IFFT. To verify the theory,

the algorithm was performed on data generated from the Fast Illinois Solver Code

(FISC). In order to make the simulations computationally tractable, only one fre-

quency was simulated. Therefore, this paper shows a rough lower bound on the

results from this type of imaging configuration. It is expected that useful images

could be formed from reflected television signals from multiple stations.

[31] analyzes a passive imaging algorithm for a similar situation as [30], where

reflected television signals are used as illuminators of opportunity. However, while

[30] used DFR to reconstruct the images, this paper substitutes usage of the Smoothed

Pseudo Wigner-Ville Distribution (SPWVD) in place of the FFT in the cross-range

direction. The paper shows that this approach avoids degradations that are caused

by the Fourier transform. Finally, results are presented from simulations of real-

istic data generated by FISC, showing improved images created by the SPWVD

algorithm.

[32] presents another approach to image formation of airborne targets with

passive receivers. This paper once again presents a series of simulations based on

data generated by FISC. The CLEAN deconvolution algorithm is commonly used

in radio astronomy to perform image reconstruction. Since radio astronomy has a

remarkable resemblance to passive radar imaging in that they both must correlate

received signals and reconstruct from a sparse Fourier representation, the CLEAN

algorithm was applied to the passive radar imaging scenario. Although some of the

resulting images are improved, overall the CLEAN algorithm (at least by itself) does

not seem to provide any benefit over DFR. One important reason for this is that

passive radar requires lower frequency waveforms. These lower frequencies do not fit

into the CLEAN algorithm’s assumption of distinct point scatterers. Additionally,

the CLEAN algorithm was designed to work with real data, but the data involved

in passive radar imaging is complex.

[33] and [34] both try to further improve on passive radar imaging by applying
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a region-enhanced image formation technique to the passive imaging scenario. The

passive nature of the imaging problem causes the Fourier domain data to be sparse,

and hence direct Fourier reconstruction yields significant artifacts in the resulting

image. This region-enhanced image formation approach attempts to mitigate these

artifacts by emphasizing region-based features over point-based features. The study

uses simulated data from FISC and presents very promising results for the region-

enhanced image reconstruction technique.

Another example of airborne target imaging with passive receivers is shown

in [35]. The algorithm is based on using multiple transmitter receiver pairs as

subapertures to synthesize a wide aperture for imaging without the requirement

for large rotation or interpolation. Normally, the rotation an object undergoes

about a receiver is very small, which limits the imaging capability of an algorithm

such as DFR. This algorithm avoids that limitation and does show some promising

simulation results, but also requires many sources of opportunity surrounding the

target.

Passive imaging with sparse distributed apertures has been investigated in [36]

and [37]. These paper assume a sparse distribution of stationary, passive receivers

in order to exploit transmitters of opportunity and image a scene of interest. These

works take a statistical approach and form both position and velocity space images

by maximizing a test statistic signal-to-noise ratio.

2.5 Passive SAR Imaging

To the best of our knowledge, no work has been published to address the

problem of passive SAR imaging of ground moving targets using non-cooperative

sources of opportunity. However, there has been work done in the field of pas-

sive SAR imaging of stationary scenes or airborne targets, similar to the previous

category of research.

[38] presents a passive SAR system using geostationary satellites attempting

to image very large areas of the ground. The system assumes one receiving satellite

and one DAB transmitting satellite. Cross-correlation of the received signal with a

replica of the transmitted signal gives the range compressed form of the signal and is
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used for slant range focusing. Focusing in the azimuth direction is accomplished by

phase shifting parts of the signal to compensate for beam steering factor and then

integrate in the cross-range direction. The system uses extremely long integration

times of about a half of a day, so any targets that are moving are not imaged at all.

Although this system is not applicable for GMTI, it does provide some insight into

the challenges of passive SAR.

In [39] a passive bistatic radar experiment is conducted using an airborne

receiver and attempting to detect airborne targets. As with many passive systems,

the algorithm employed direct path signal suppression to separate the return from

the target from the transmitting antenna followed by a constant false alarm rate

detection scheme.

[40] presents a passive SAR system for a ground-based scene of interest. The

transmitters of opportunity are space-based global navigation satellite systems such

as GPS transmitters. These systems are constructed in such a way to provide

every point on the other direct sight to multiple transmitters, which allows for

spatially diverse radiation for passive radar. The paper uses a basic signal process-

ing scheme and demonstrates promisingly that results are analogous to a reduced-

aperture monostatic system.

In [41]-[43], passive SAR imaging methods are developed for receivers located

on aircraft flying over a scene of interest. [41] presents a system called synthetic

aperture hitchhiker imaging (SAH) with an arbitrary number of transmitters and

receivers and arbitrary flight trajectories. Each pair of received signals is windowed,

scaled, and cross-correlated, which gives a resulting operator with the transmitter

terms in the phase eliminated. The image is formed by filtered backprojection of

each of these correlations onto the scene radiance and finally summed together. [42]

and [43] show an analogous approach using Doppler-based measurements instead of

range or time measurements. This method, called Dopper synthetic aperture hitch-

hiker (DSAH) imaging, makes the assumption of ultra-narrowband waveforms as

the transmitters’ signals. These hitchhiker systems don’t directly deal with moving

target imaging, but they provide a relevant set of work on which passive SAR/GMTI

studies can be based.



CHAPTER 3

Passive Synthetic Aperture Hitchhiker Imaging of Ground

Moving Targets - Image Formation and Velocity Estimation

3.1 Introduction

3.1.1 Motivation

A hitchhiker is a passive radar receiver that uses sources of opportunity instead

of a dedicated transmitter [15], [16], [30], [32], [33], [41]-[43]. The rapid growth of

radio, cell phone, and television transmission towers provides ample opportunities

for these hitchhikers to perform radar tasks. Additionally, the absence of active

signal propagation from the system provides key advantages such as cost, simplicity

of implementation, and stealth.

Synthetic aperture radar (SAR) image formation methods are typically de-

signed for imaging stationary scenes, and reconstructing scenes with moving targets

is a challenging task. These moving targets appear smeared and unfocused in recon-

structed images. Many methods have been presented in the literature that attempt

to address the problem of SAR imaging of ground moving targets (SAR/GMTI)

[3]-[5], [8]-[13], [44]. Synthetic aperture hitchhiker imaging of ground moving tar-

gets (SAH/GMTI) involves high resolution position and velocity estimation of a

scene using transmitters of opportunity and multiple moving receivers. The trans-

mitters of opportunity can be cooperative where the location of transmitters and

transmitted waveforms are known or non-cooperative where no such information is

available.

In this chapter, we develop a novel forward model and a corresponding image

formation method to reconstruct both the scene reflectivity and the two-dimensional

velocity of multiple moving targets using non-cooperative sources of opportunity.

Our method extends the passive imaging of stationary scene that was presented in

This chapter is to appear in: S. Wacks and B. Yazici, “Passive synthetic aperture hitchhiker
imaging of ground moving targets - part 1: Image formation and velocity estimation,” IEEE Trans.
Image Process..
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[41].

3.1.2 Related Work

To the best of our knowledge, no work has been published to address the

problem of passive synthetic aperture radar imaging of ground moving targets us-

ing non-cooperative sources of opportunity. However, literature on passive SAR

imaging of stationary scenes using non-cooperative sources of opportunity can be

found in [41]-[43]. In [41], an image reconstruction method is developed using fil-

tered backprojection (FBP) on data correlated between the receivers to image a

stationary scene. Similarly, [42] and [43] present methods of passive SAR imaging

of a stationary scene, but using ultra-narrowband waveforms of opportunity.

Several recent studies reported on passive imaging of moving and stationary

scenes using cooperative sources of opportunity [26]-[28]. These methods rely on col-

lecting the direct path signal from a transmitter of opportunity and using this signal

in conventional bistatic radar imaging mode. In [39], a passive bistatic radar exper-

iment is conducted using an airborne receiver attempting to detect airborne targets.

The algorithm employed direct path signal suppression followed by a constant false

alarm rate detection scheme.

In addition to passive SAR imaging of a stationary scene, there has been work

published on passive radar imaging of moving targets with stationary receivers using

both cooperative and non-cooperative sources of opportunity [15], [16], [19], [20],

[22], [24], [30], [32], [33], [37], [45]. For example, [37] uses a sparse array of stationary

receivers to take advantage of transmitting sources of opportunity to image moving

targets. [15], [16], [40], [46]-[54] investigate the properties of passive radar and look

at the potential performance one can obtain from such a system. [30], [32], and [33]

all show image reconstruction methods for passive imaging of airborne targets with

stationary receivers. [30] uses the simplest algorithm, direct Fourier reconstruction,

to establish a lower bound and show the viability of passive imaging. [32] and [33]

improve on the performance of the direct Fourier reconstruction by applying CLEAN

deconvolution and region-enhanced image formation techniques, respectively.

On the other hand, SAR/GMTI with active transmitters has an extensive
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research base. Additionally, some systems may be called passive in a cooperative

case, when the transmitter position and waveform is known. Papers that have

studied this problem generally either focus on detecting the moving targets either

independently or for use with other image formation techniques, or they focus on the

image formation process itself. For example, [3] and [4] focus on the target detection.

[3] performs the detection in multichannel SAR using displaced phase center antenna

(DPCA) and along-track interferometry (ATI) techniques, which suppress clutter by

either subtracting signals from two channels or multiplying the complex conjugates,

respectively. [4] performs the detection by using time-frequency analysis to estimate

Doppler information for the moving target. In addition to DPCA and ATI, space-

time adaptive processing is an important, well-known technique primarily used for

clutter suppression, and is described in [2], [55], and [56]. Examples of works that

focus on image formation are [12] and [13]. [12] performs a keystone transform

to correct for the linear migration, and [13] performs a two-dimensional matched

filtering operation to produce a focused image of the moving target.

Another technique used in SAR/GMTI is to form images using hypothesized

motion parameters and subsequently perform detection and estimation from this

stack or sequence of images. In [5], a stack of images is created by hypothesizing a

range of velocities for the target. The target can then be detected in this stack since

it will be focused in one of the correct velocity images. Alternatively, a measure

of focus of the image has been used to determine the accuracy of a hypothesized

parameter [6], [7], [57]-[62]. With accurately estimated motion parameters, the

reconstructed images should be maximally focused, and the contrast should be at

its maximum. These papers propose various techniques to iterate and alter the

image and parameters until the reconstructed image is sufficiently focused.

3.1.3 Overview and Advantages of Our Work

This chapter presents a method of imaging ground moving targets using a

network of airborne receivers and non-cooperative transmitters of opportunity. A

novel forward model is formed by correlating the received signal between pairs of

receivers. This forward model can be viewed as a generalized Radon transform where
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the weighted/filtered function of interest is projected onto warped passive iso-range

contours that are determined by target velocities and imaging geometry. We develop

a corresponding filtered backprojection (FBP) type approximate inverse and form

a stack of position images, each one corresponding to a fixed velocity for a range

of hypothesized velocities. We show that when the hypothesized velocity is equal

to the true velocity of a target, the backprojection operator puts the target at the

correct position in the reconstructed image. We design the filter so that the target

is at the correct strength whenever the hypothesized velocity is equal to the true

velocity of the target. Next, we use entropy as a measure of focus to determine the

accuracy of the hypothesized velocity and to estimate the correct target velocities.

We present numerical simulations to demonstrate the performance of the method in

imaging multiple moving targets at different velocities. Although our method does

not consider clutter explicitly, the simulation study shows that the image formation

and entropy based velocity estimation are robust at moderate signal-to-noise and

signal-to-clutter ratios.

In addition to the advantages provided by a passive system using non-cooperative

transmitters of opportunity, our method provides several advantages over other SAR

moving target imaging methods. The FBP method for image reconstruction uses

a two-dimensional vector for the hypothesized velocity. Therefore, the method has

the ability to reconstruct both components of the velocity of moving targets in-

stead of only a single component. Another advantage of our method is that there

is no assumption of a single target; instead, multiple moving targets moving at dif-

ferent velocities can be reconstructed. Additionally, stationary components of the

scene are not filtered, so both stationary and moving targets may be reconstructed

simultaneously. Our work does not require prior information about the motion pa-

rameters of moving targets. The images and focus measure together provide the

detection and estimation capability of moving targets and their motion parameters.

The method can be numerically implemented efficiently with roughly the computa-

tional complexity of fast-backprojection algorithms [63]. Finally, the forward model

and inversion method make no assumptions about receiver flight trajectories or the

ground topography; therefore, our method applies to arbitrary imaging geometries.
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In the next chapter, we present a performance analysis of the inversion and

velocity estimation methods developed in this chapter. In particular, we present the

position and velocity analysis of our method and develop a theory to analyze and

predict smearing artifacts in position images due to erroneous velocity estimation.

These analysis is important for understanding the capability and limitations of our

method as well as designing a system that yields the best performance possible.

3.1.4 Organization of the Chapter

The organization of the remainder of the chapter is as follows: In Section 3.2

we introduce the models for a moving target and the signal scattered from a moving

scene. Then, in Section 3.3, we develop the forward model for passive SAR/GMTI.

In Section 3.4, we develop the FBP-type image formation method for reconstruction

of position images entropy-based velocity estimation method. Section 3.5 details the

step-by-step procedure of the algorithm and analyzes its computational complexity.

In Section 3.6, we present numerical simulations to illustrate the theoretical results

and to demonstrate the robustness of our method in noise and clutter. Section 3.7

concludes the chapter.

3.2 Moving Target and Received Signal Models

Throughout the chapter, we will use bold non-italic fonts to denote vectors in

3D, bold italic fonts to denote 2D vectors, and non-bold italic fonts to denote scalar

quantities, i.e., x = [x1, x2, x3] ∈ R3, x = [x1, x2] ∈ R2, xi ∈ R, i = 1, 2, 3. We

will use calligraphic letters, such as F and K to denote operators.

We let x be a location on the ground where x = [x, ψ(x)] ∈ R3, x ∈ R2,

and ψ : R2 → R is a known smooth function for the ground topography. Since the

scattering takes place in a thin region near the surface and does not penetrate deep

into the ground, the reflectivity function V (x) is of the form

V (x) = ρ(x)δ(x3 − ψ(x)), (3.1)

with ρ(x) representing the 2D surface reflectivity of a point on the ground.



21

3.2.1 Model for the Moving Target

We now model the scatterers as moving targets and their position z as a

function of time. We denote s ∈ R as the slow-time, which indexes each “data

processing window.” Additionally, we make the start-stop approximation for both

the moving targets and receiving antennas. The start-stop approximation on the

receiving antennas assumes that the range variation during a pulse reception is

negligible compared to the range variation between each pulse. Similarly, the start-

stop approximation on the moving targets assumes that the range variation due

to the movement of the targets is negligible during a pulse reception as compared

to the range variation between each pulse. Without loss of generality, we let x be

the position of the targets at the beginning of time (s = 0), i.e, the beginning of

the synthetic aperture. Using the assumption of constant velocity for each moving

target throughout the synthetic aperture, we represent the trajectory of a scatterer

by

z(s) = x + vxs, (3.2)

where vx is the velocity of a particular point scatterer located at point x when

s = 0. Note that the linear target motion model may limit the length of each

receiver aperture or coherent processing interval (CPI). However, as described in

Section 3.4.1, the use of multiple receiver apertures may compensate for the effect

of a short CPI. Since the targets are all located on the ground, and we have a known

function of the ground topography, the velocity of the scatters vx has the form

vx = [vx,∇xψ(x) · vx], (3.3)

where ∇xψ(x) = [∂x1ψ(x) ∂x2ψ(x)] is the gradient of the ground topography.

3.2.2 Model for the Received Signal From Moving Targets

We assume that there are N receivers, each traversing a trajectory γi(s),

i = 1, ..., N over a scene of interest. The model derived in [64] for a moving scene

describes the signal received at the ith receiver from a single, stationary transmitter
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located at y as follows:

fi(s, t) =

∫
e−iω[t−(|x−γi(s)|+|x−y|)/c0−( ̂(x−γi(s))+(̂x−y))·vxs/c0]

ρ(x)Ai(ω, s,x,v) dωdx,

(3.4)

where c0 is the speed of light, Ai(ω, s,x,v) is a slow varying amplitude term in ω

given by

Ai(ω, s,x,v) =
JRi

(ω,x, s)JT (ω,x)

(4π)2|x + vxs− γi(s)||x + vxs− y|
, (3.5)

and includes the transmitter and receiver antenna beam patterns, JT and JRi
and the

geometric attenuation factors in the denominator. Note that while JRi
, i = 1, ..., N

are known, JT , which depends primarily on the transmitted waveform, may not be

known.

3.3 Forward Model

This section derives a forward model for passive synthetic aperture imaging of

ground moving targets using the moving target and received signal models presented

in the previous section. The forward model is based on the cross correlation of the

received signal obtained at each synthetic aperture sampling interval for each pair of

receiving antennas. The radiance (position) image formation and velocity estimation

will be based on the inversion of the forward model described in this section.

3.3.1 Cross-Receiver Correlation

Using (3.4) as our model for the signal received by each antenna, the cross-

correlation of each pair of signals for each data processing window is

fij(s, τ) =

∫
fi(s, t)f

∗
j (s, t− τ) dt, i, j = 1, ..., N, i 6= j, (3.6)

where f ∗ denotes the complex conjugate of f , t ∈ [0, T ] is the fast-time variable for

some T representing the length of the data processing window.

We can now express the correlation of pairs of received signals at corresponding
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receiver antenna positions as

fij(s, τ) =

∫
e−iω[t−(|x−γi(s)|+|x−y|)/c0−( ̂(x−γi(s))·vx+(̂x−y)·vx)s/c0]

× eiω[t−τ−(|x̃−γj(s)|+|x̃−y|)/c0−( ̂(x̃−γj(s))·vx̃+(̂x̃−y)·vx̃)s/c0]

× ARij
(ω, s,x, x̃,vx,vx̃)

× ρ(x)ρ∗(x̃)
JT (ω,x)J∗T (ω, x̃)

(4π)2|x + vxs− y||x̃ + vx̃s− y|
dωdxdx̃dt

(3.7)

where

ARij
(ω, s,x, x̃,vx,vx̃) =

JRi
(ω,x, s)J∗Rj

(ω, x̃, s)

(4π)2|x + vxs− γi(s)||x̃ + vx̃s− γj(s)|
. (3.8)

Note that ARij
includes only the known terms.

Since the reflectivity ρ and the transmitter terms are unknown we take a

statistical approach and take the expected value of the correlated signal in (3.7).

Additionally, we assume that the scene reflectivity and transmitter terms are sta-

tistically independent, and therefore,

E[ρ(x)ρ∗(x̃)JT (ω,x)J∗T (ω, x̃)] = E[ρ(x)ρ∗(x̃)]E[JT (ω,x)J∗T (ω, x̃)]. (3.9)

Furthermore, we make the incoherent field approximation [65] and write

E[ρ(x)ρ∗(x̃)] = Rρ(x)δ(x− x̃) (3.10)

where Rρ and RT are the scene radiance and transmitter irradiance, respectively.

Note that the incoherent field approximation is valid as long as E[ρ(x)ρ∗(x̃)] has a

correlation length within half of a wavelength of the carrier frequency of the trans-

mitter of opportunity (see page 526 of [65]). Under the incoherent field approxi-

mation, we write E[JT (ω,x)JT
∗(ω,x)] = RT (ω,x) where RT denotes transmitter

irradiance.
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We now define the phase-space radiance function as

r(x,v) = Rρ(x)δ(v − vx)

≈ Rρ(x)ϕ(v,vx),
(3.11)

where ϕ(v,vx) is a smooth, differentiable function of v that approximates the Dirac

delta function in the limit, such as a Gaussian or sinc function.

3.3.2 Forward Model for SAH/GMTI

Using (3.9)-(3.10), the expected value of the correlated received signal can be

modeled as

dij(s, τ) = E[fij(s, τ)] := F [r](s, τ)

=

∫
e−iω[τ−Rij(x,s)/c0−Bij(x,v,s)/c0]Aij(ω, s,x,v)r(x,v) dvdxdω

(3.12)

where

Aij(ω, s,x,v) = ARij
(ω, s,x,v)

RT (ω,x)

(4π)2|x + vxs− y|2
(3.13)

Rij(x, s) = |x− γi(s)| − |x− γj(s)| (3.14)

Bij(x,v, s) = [ ̂(x− γi(s))− ̂(x− γj(s))] · vs, (3.15)

where x̂ is the unit vector in the direction of x. We define

Lij(x, s) = [ ̂(x− γi(s))− ̂(x− γj(s))] (3.16)

as the hitchhiker look direction. In this model, Rij is the hitchhiker range introduced

in [41], and Bij can be viewed as the displacement in the hitchhiker look direction

due to the movement of the target at x.

We assume that there is some mA such that A satisfies

sup
(ω,s,x)∈U

|∂αω∂βs ∂ρ1x1∂
ρ2
x2
A(ω, s,x)| ≤ CA(1 + ω2)(mA−|α|)/2 (3.17)

where U is any compact subset of R× R× R2 and CA depends on U , α, β, ρ1, and
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ρ2. Under (3.17), the forward operator F is defined as a Fourier Integral Operator

(FIO) [66, 67]. The phase term of F is given by

φij(ω,x,v, τ, s) = ω[τ −Rij(x, s)/c0 −Bij(x,v, s)/c0] (3.18)

and its amplitude term is Aij as defined in (3.13).

We now pose the passive synthetic aperture imaging of moving targets as the

inversion of the forward map F .

3.3.3 Critical Points of the Forward Model

An FIO can be viewed as a generalized Radon transform that projects the

weighted or filtered version of an input function onto some smooth manifolds such

as circles, ellipsoids etc. The weighting or filtering is defined by the amplitude

term and the smooth manifolds are defined by the phase function of the FIO. If

the amplitude function is identically equal to 1, then the FIO simply projects the

input function onto the manifolds defined by its phase term. To understand the

underlying geometry, the nature of the data dij that will be used for inversion, and

to develop an inverse map for F , we study the geometry of these curved manifolds.

The main contributions to dij come from the projection of the phase-space

radiance function onto the curved manifolds which are given by the critical set

{(x,v) ∈ R2×R2 : ∂ωφ = 0, (x,v) ∈ supp(Aij)} of the phase φ [66, 67]. We denote

these four-dimensional surfaces defined in position and velocity spaces by

Hij(s, τ) = {(x,v) ∈ R2 × R2 : Rij(x, s) +Bij(x,v, s) = τc0} (3.19)

and refer to them as hitchhiker moving target iso-range surfaces. In order to visu-

alize this four-dimensional manifold we consider the following two cross sections for

constant velocity and constant position:

Hij,v0(s, τ) = {x ∈ R2 : Rij(x, s) +Bij(x,v0, s) = τc0, (x,v0) ∈ supp(Aij)} (3.20)

Hij,x0(s, τ) = {v ∈ R2 : Rij(x0, s) +Bij(x0,v, s) = τc0, (x0,v) ∈ supp(Aij)}.
(3.21)
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Figure 3.1: Position-space iso-range contours for a stationary target. In
this case the contours in 4D space are hyperboloids, and when
intersected with a flat topography form the hyperbolas shown
here.

We refer to Hij,v0 as the position-space hitchhiker iso-range curve and Hij,x0 as the

velocity-space hitchhiker iso-range curve. Figures 3.1, 3.2, and 3.3 show examples

of these contours for a flat topography (ψ(x) = 0). Figure 3.1 shows position-space

curves with an assumption of zero velocity for the moving target. The manifolds in

4D space are hyperboloids with the two receivers as foci, and they form hyperbolas

when intersected with the ground. A non-zero velocity warps these contours, as

shown in Figure 3.2. Figure 3.3 shows examples of velocity-space contours. These

curves are simply straight lines since the phase is linear in v.

3.4 Image Formation

The goal for reconstruction is to form an image that is simultaneously focused

in both position and velocity spaces. A logical choice would be to backproject the

data onto the four-dimensional hitchhiker moving target iso-range surfaces described

in the previous section. However, since the data in hand is only two-dimensional,

we may not be able to reconstruct the image so that the underlying point spread

function (PSF) is approximately a Dirac delta function in both the position and

velocity spaces.

To reconstruct a position (radiance) image of the scene, we assume a fixed, hy-
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Figure 3.2: Position-space iso-range contours for a moving target with
velocity (50,100) on a flat topography and two receivers cross-
correlating their data. With zero velocity, these curves would
be hyperbolas, but the moving target warps these contours.

pothesized velocity vh for the scene and then backproject onto the two-dimensional

position-space iso-range cross section for vh. We refer to this position image as

the vh-radiance image. We show in the point spread function analysis section that

whenever vh is equal to the true velocity vx of the scatterer at x, backprojecting

onto the position-space iso-range cross section places the reconstructed scatterer at

the correct location. We next design the filter so that the PSF of the imaging oper-

ator is approximately a Dirac delta function. We perform this process for a range of

hypothesized velocities, yielding a stack of these vh-radiance images. By measuring

the entropy of each image, we can determine the degree of smearing of the scatter-

ers, and simultaneously the accuracy of the hypothesized velocities. We search the

stack of images for the one with the lowest entropy along with their corresponding

velocity estimates for each target.
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Figure 3.3: Velocity-space iso-range contours for a moving target with
velocity (50,100). These contours form lines since the phase
has a simple linear relationship in the velocity.

3.4.1 Filtered Backprojection Operator

For a given velocity vh and a given pair of receivers, we define the filtered

backprojection operator as

K[dij](x
′) = r̂vhij (x′)

=

∫
eiω[τ−Rij(x′,s)/c0−Bij(x′,vh,s)/c0]dij(s, τ)Qvhij (ω, s,x′) dωdsdτ,

(3.22)

where Qvhij (ω, s,x′) is the filter to be determined later.

Under the assumption that Qvhij satisfies a similar condition to (3.17), K be-

comes an FIO. Note that vh is simply a fixed parameter, not an argument of K.

Our reconstructed image is the sum of all pairs of images r̂vhij :

r̂vh(x′) =
∑
i,j

r̂vhij (x′) i 6= j, i, j = 1, ..., N, (3.23)

Note that the assumption of linear target motion can be violated for sufficiently

long apertures or CPI. However, use of multiple pairs of receivers can extend the

effective aperture length without extending the CPI, compensating for potential loss

of resolution due to short CPI.



29

3.4.2 Point Spread Function of the Imaging Operator

By substituting (3.12) into (3.23) and performing the dτ integration by setting

ω = ω′, we obtain

r̂vh(x′) =
∑
i,j

∫
eiω[Rij(x′,s)/c0+Bij(x′,vh,s)/c0−Rij(x,s)/c0−Bij(x,v,s)/c0]

× Aij(ω, s,x,v)Qvhij (ω, s,x′)r(x,v) dxdvdωds

= KF [r](x′).

(3.24)

Our image fidelity operator is in the form

r̂vh(x′) =
∑
i,j

∫
L

(v,vh)
ij (x,x′)r(x,v) dxdv (3.25)

L
(v,vh)
ij (x,x′) =

∫
eiω[Rij(x′,s)/c0+Bij(x′,vh,s)/c0−Rij(x,s)/c0−Bij(x,v,s)/c0]

× Aij(ω, s,x,v)Qvhij (ω, s,x′) dωds,

(3.26)

where L
(v,vh)
ij (x,x′) is the point spread function of the imaging operator.

3.4.3 Analysis of the Point Spread Function

We analyze the PSF of the imaging operator K to understand the geometric

fidelity of the reconstructed vh-radiance images. In particular, we want to determine

if a visible edge or a point scatterer in the scene is located at the right position and

orientation in the image. To address this question, we use microlocal analysis.

Let

Φ
(v,vh)
ij (ω, s,x′,x) = ω[Rij(x

′, s)/c0 +Bij(x
′,vh, s)/c0 −Rij(x, s)/c0 −Bij(x,v, s)/c0]

(3.27)

denote the phase of the image fidelity operator KF . By the Hörmader-Sato theorem

[66, 67], we conclude that the imaging operator K reconstructs the visible edges

(scatters) located at x with velocity v to location x′ with velocity vh in the image
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satisfying the following conditions:

∂ωΦ
(v,vh)
ij (ω, s,x′,x) = 0 (3.28)

∂sΦ
(v,vh)
ij (ω, s,x′,x) = 0. (3.29)

Alternatively, at image location x′, K reconstructs the visible edges of the scene at

locations x that satisfy the conditions in (3.28) and (3.29). These conditions yield

the surfaces

Rij(x
′, s) +Bij(x

′,vh, s) = Rij(x, s) +Bij(x,v, s) (3.30)

Ṙij(x
′, s) + Ḃij(x

′,vh, s) = Ṙij(x, s) + Ḃij(x,v, s), (3.31)

where x = [x, ψ(x)], v = [v,∇xψ(x) ·v], [x,v,x′,vh] ∈ supp
(
AijQ

vh
ij

)
; and Ṙij and

Ḃij are the derivatives with respect to s of Rij and Bij, respectively.

For a fixed x′ and vh, (3.30) describes hitchhiker iso-range contours for moving

targets. These contours satisfy the equation

Rij(x, s) +Bij(x,v, s) = CR (3.32)

|x− γi(s)| − |x− γj(s)|+ [ ̂(x− γi(s))− ̂(x− γj(s))] · vs = CR, (x,v) ∈ supp
(
Aij
)
,

(3.33)

where CR is a constant.

Similarly, for a fixed x′ and vh, (3.31) describes a set in (x,v) satisfying

∂sRij(x, s) + ∂sBij(x,v, s) = CD (3.34)

̂(x− γi(s)) · (v − γ̇i(s))− ̂(x− γj(s)) · (v − γ̇j(s))

− γ̇i(s)s

|x− γi(s)|
· v⊥i +

γ̇j(s)s

|x− γj(s)|
· v⊥j = CD, (x,v) ∈ supp

(
Aij
)
,

(3.35)
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Figure 3.4: Geometry of the v⊥j vector, which is the target’s velocity
projected onto the direction perpendicular to the antenna
look direction.

where CD is a constant and

v⊥i = v − ̂(x− γi(s))[ ̂(x− γi(s)) · v] (3.36)

v⊥j = v − ̂(x− γj(s))[ ̂(x− γj(s)) · v]. (3.37)

The v⊥i and v⊥j vectors are the three-dimensional target velocities projected onto

the direction perpendicular to the look directions of the two receivers. The equation

describing the iso-Doppler contours is derived in Appendix A. Figure 3.4 shows the

geometry of this vector.

We refer to the set (x,v) satisfying (3.35) as the hitchhiker iso-Doppler con-

tours for moving targets. We define the cross-sections of this set for fixed velocity

as the position-space hitchhiker iso-Doppler contours, and for fixed position as the

velocity-space hitchhiker iso-Doppler contours.

The position space iso-range contours in (3.33), as described in Section 3.3.3,

are the intersections of warped hyperboloids with the ground topography.

The imaging operator reconstructs visible edges at the intersection of hitch-

hiker iso-range and iso-Doppler contours. Since one of the solutions of (3.28) and

(3.29) is x = x′ for vx = vh, we conclude that the imaging operator puts the visible



32

Figure 3.5: Intersection of the position space iso-range and iso-Doppler
curves for flat topography. The green circles are the two re-
ceiving antennas, with their velocity vectors shown as arrows.

edges at the right location in the image. However, (3.28) and (3.29) may have ad-

ditional solutions, resulting in artifacts in the reconstructed image. Some of these

artifacts may be prevented by choosing an appropriate support for Aij (illumina-

tion pattern) and appropriate flight trajectories for receivers. Figure 3.5 shows the

intersection of the position space iso-range and iso-Doppler contours for particular

antenna locations and antenna velocities indicated by solid dots and arrows. The

figure suggests that in order to eliminate artifacts and ambiguities, the two receivers

have to look at the same side of the scene with respect to the conjugate axis of the

warped hyperbolas.

3.4.4 Determination of the FBP Filter

In the previous subsection, we showed that the imaging operator can recon-

struct a position image of a scatterer at the correct location and orientation irre-

spective of the choice of the filter Qij, as long as the hypothesized velocity of a

scatter is equal to its true velocity. In this section, we derive the filter such that

the strength or contrast of the scatterer is also determined correctly. To do so, we

choose the filter Qij such that the PSF of the imaging operator for each pair of

receivers is approximately the Dirac delta function under the assumption that the
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hypothesized velocity vh equals the true velocity vx:

L
(vh,vh)
ij (x,x′) ≈ δ(x− x′)

=

∫
ei(x−x

′)·ξ dξ.
(3.38)

To obtain the desired PSF given in (3.38) we make a Taylor series approxima-

tion of the phase around the point x = x′:

Φ
(vh,vh)
ij (ω, s,x′,x) ≈ (x− x′) ω

c0

∇x[−Rij(x, s)−Bij(x,vh, s)]|x=x′ . (3.39)

Let

Ξij(s,x
′,vh) = ∇x[−Rij(x, s)−Bij(x,vh, s)]|x=x′ (3.40)

and

ξij =
ω

c0

Ξij(s,x
′,vh). (3.41)

We now make the change of variables

(ω, s)→ ξij =
ω

c0

Ξij(s,x
′,vh) (3.42)

in the PSF to obtain

L
(vh,vh)
ij (x,x′) =

∫
Ωij

ei(x−x
′)·ξijAij(ξij,x

′,vh)Q
vh
ij (ξij,x

′)η(ξij,x
′,vh) dξij, (3.43)

where η is the determinant of the Jacobian that comes from the change of variables

in (3.42),

η(ξij,x
′,vh) =

∣∣∣∣∂(ω, s)

∂ξij

∣∣∣∣ , (3.44)
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and

Ωij = {ξij : ξij =
ω

c0

Ξij(s,x
′,vh), Aij(ξij,x

′,vh) 6= 0}. (3.45)

In (3.43), for notational convenience, we redefine

Aij(ξij,x
′,vh) = Aij(ω(ξij), s(ξij),x

′,vh) (3.46)

Qvhij (ξij,x
′) = Qvhij (ω(ξij), s(ξij),x

′). (3.47)

We refer to the set Ωij as the data collection manifold at x′. Clearly, the vector

ξij can be interpreted as the Fourier vector that contributes to the reconstruction

of a pixel at x′. The set Ωij and the vector ξij describes many of the properties of

the reconstructed image as will be discussed in Part 2.

Since we desire our filter to make the PSF an approximate Dirac delta function,

the optimal filter becomes

Qvhij (ξij,x
′,vh) =

χΩA
∗
ij(ξij,x

′,vh)

η(ξij,x′,vh)|Aij(ξij,x′,vh)|2

=
χΩA

∗
ij(ξij,x

′,vh)

|Aij(ξij,x′,vh)|2
|ω|
c2

0

|Ξij,1Ξ̇ij,2 − Ξij,2Ξ̇ij,1|,
(3.48)

where χΩ is a smooth cut-off function to prevent division by zero and Ξij =

[Ξij,1,Ξij,2].

The direction of the ξij vector is defined by the vector Ξij which is given by

Ξij(s,x
′,vh) =−Dψ(x′) · [ ̂(x′ − γi(s))− ̂(x′ − γj(s))]

−
Dψ(x′) · v⊥h,is+ ∂2

x′ψ(x′) · vh(ψ(x′)− γ3
i (s))s

|x′ − γi(s)|

+
Dψ(x′) · v⊥h,js+ ∂2

x′ψ(x′) · vh(ψ(x′)− γ3
j (s))s

|x′ − γj(s)|
,

(3.49)
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where

Dψ(x′) =

1 0 ∂ψ(x′)/∂x′1

0 1 ∂ψ(x′)/∂x′2

 (3.50)

∂2
x′ =

 ∂2/∂x′21 ∂2/∂x′1x
′
2

∂2/∂x′2x
′
1 ∂2/∂x′22

 , (3.51)

and the matrix Dψ(x′) projects a 3D vector onto the tangent plane of the ground

topography, and the ∂2
x′ matrix is the Hessian operator. The derivation for the Ξij

vector can be found in Appendix B.

In the case of flat topography (ψ(x′) = 0), (3.49) reduces to

Ξij(s,x
′,vh) = Ξij,1(s,x′,vh) + Ξij,2(s,x′,vh) (3.52)

where

Ξij,1(s,x′,vh) = Dψ(x′) · [ ̂(x′ − γj(s))− ̂(x′ − γi(s))] (3.53)

Ξij,2(s,x′,vh) =
Dψ(x′) · v⊥h,js
|x′ − γj(s)|

−
Dψ(x′) · v⊥h,is
|x′ − γi(s)|

. (3.54)

Figure 3.6 shows the two components of the Ξij vector. The first component,

portrayed on the left, is a function of the antenna locations and imaging geometry.

This term remains the same as in the stationary case derived in [41]. The second

term, shown on the right, is due to the movement of the targets.

The filter Ξij(s,x
′,vh) depends on Aij and therefore both RT (ω,x) and the

transmitter-related geometric spreading term. When this information is unavailable,

we can assume a uniform prior on RT , corresponding to a white noise model for the

ambient electromagnetic signal, and we can approximate the geometric spreading up

to the radius of the imaging region of interest assuming the transmitter lies outside

of this region. Since we are performing the imaging coherently, i.e. by matching the

phase of the forward operator with the imaging operator, which does not include

any of the terms above, the Jacobian resulting from the change of variables in the

phase (3.42) plays a more significant role in obtaining the correct strengths of the
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Figure 3.6: The two components of the Ξij vector. Ξij,1 is shown on the
left and is due to the antenna look directions, and Ξij,2, due
to the v⊥ vectors, is shown on the right.

scatterers than the other terms involved in the filter. In addition, the scatterers will

also be correctly positioned in the reconstruction image, since this is a function only

of the phase matching procedure.

3.4.5 Velocity Estimation

To estimate the velocities of targets, we reconstruct a series of radiance images,

each using a fixed hypothesized velocity for a range of velocities. Images that are

reconstructed with an incorrect hypothesized velocity have smeared targets, while

the image with the correct velocity will have a focused target. We present an anal-

ysis of the degree and nature of smearing in reconstructed images due to incorrect

velocity in the next chapter.

There are a variety of metrics to measure the degree of focus in SAR images

[6], [7], [57]-[62]. See [61] for a review of these metrics. We chose Shannon entropy as

a measure of focus for each reconstructed image. Entropy provides distinct benefits

for SAR, which includes being a sensitive measure of image focus quality, having

a smooth dependence on autofocus parameters, and requiring no specific target or

clutter model [59]. In general, one may choose to compute the image entropy over

an energy-weighted version of the image as

gvh(x′) = w(x′)r̂vh(x′), (3.55)
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where w(x′) is a two-dimensional weighting function as described in [60]. To use

the original image, w(x′) can simply be set to 1 for all x′. To use a patch of the

original image, w(x′) can be set to 1 on the patch and zero outside. For various

other choices of “energy” weighting, see [61].

We measure the degree of focus of each image, and we presume the images

with the highest focus yield the correct velocity estimates. For a given radiance

image reconstructed using the hypothesized velocity vh, its entropy is defined as

En(vh) = −
∫
p(gvh(x′)) log[p(gvh(x′))]dx′, (3.56)

where p is the probability density function or the normalized histogram of the image

in the discrete case. As the error between true and hypothesized velocity of mov-

ing targets increases, the smearing artifacts increase, resulting in higher computed

entropy values. Thus, the local minima of En correspond to the estimated target

velocities.

If the number of moving targets in the scene is known prior to velocity esti-

mation, then this number of minimum entropy images can simply be chosen from

the image stack. If this quantity is unknown, however, then a criterion, such as con-

stant false alarm rate, can be used to determine the number of moving targets in the

scene[68]. The images reconstructed with the hypothesized velocities corresponding

to the lowest entropy values then each display a focused (or nearly focused, consid-

ering the effects of noise and clutter) target moving with that particular velocity.

3.5 Computational Complexity Analysis

This section describes the algorithmic implementation of our method and an-

alyze its computational complexity.

Our image reconstruction formula for a hypothesized velocity is presented in

(3.23). After performing the dτ integration, the formula becomes

r̂vh(x′) =
∑
i,j

∫
e−iω[−Rij(x′,s)/c0−Bij(x′,vh,s)/c0]

×Dij(s, ω)Qvhij (ω, s,x′) dωds

(3.57)
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where Dij(s, ω) is the Fourier transform of dij(s, τ) in the τ direction. Furthermore,

the filter Qij can be decomposed as

Qvhij (ω, s,x′) = Qvh,1ij (s,x′)Qvh,2ij (ω, s,x′)|ω| (3.58)

where

Qvh,1ij (s,x′) = |Ξij,1Ξ̇ij,2 − Ξij,2Ξ̇ij,1| (3.59)

Qvh,2ij (ω, s,x′) =
χΩA

∗
ij(ω, s,x

′,vh)

|Aij(ω, s,x′,vh)|2c2
0

. (3.60)

Here, the |ω| factor is the well-known ramp filter from the tomography literature,

the Qvh,1ij filter compensates for the change of variables, and the Qvh,2ij filter reverses

the effects of the amplitude factor, which includes the beam pattern, waveform, and

geometric spreading factors.

Assuming O(N) samples in both fast-time and slow-time and a scene sampled

at O(N×N) points, the image reconstruction procedure for a hypothesized velocity

vh can be implemented as follows:

1. Correlating each pair of receiver data in fast-time: The received signals for

each pair of antennas are cross-correlated using (3.6) at each slow-time s.

Therefore, for all s, the computational complexity of this step is O(N2).

2. Computing the Fourier transform in fast-time: For each s the Fourier trans-

form of dij(s, τ) can be computed inO(N logN) computations, so for all s, this

step has a computational complexity of O(N2 logN). Note that if FFT-based

cross-correlation is used in Step 1, these first two steps can be combined.

3. Ramp filtering: Let

D̃ij(s, ω) = |ω|Dij(s, ω). (3.61)

For each s, this filtering can be computed in O(N) computations, making the

computational complexity of this step O(N2).
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4. Filtering with Qvh,2ij : Let

D̃
ij,Q

vh,2

ij
(s, ω,x′) = D̃ij(s, ω)Qvh,2ij (ω, s,x′). (3.62)

For each s and x′, this filtering can be performed in O(N) computations, so

the computational complexity of this step is O(N4) in general. If Qvh,2ij is

independent of x′ however, this step reduces to O(N2).

5. Backprojection: Let

r̂
ij,Q

vh,2

ij
(x′, s) =

∫
e−iω[−Rij(x′,s)/c0−Bij(x′,vh,s)/c0]D̃

ij,Q
vh,2

ij
(s, ω,x′) dω. (3.63)

For each s and x′, (3.63) can be computed in O(N) computations. Thus, for

all s and x′, the computational complexity of this step is O(N4).

6. Partial image formation: We form the partial image using

r̂vhij (x′) =

∫
Qvh,1ij (s,x′,vh)r̂ij,Qvh,2

ij
(x′, s) ds. (3.64)

For each point x′ this integral can be computed in O(N), so the computational

complexity of this step is O(N3).

7. Complete image formation: We form our final image via

r̂vh(x′) =
∑
i,j

r̂vhij (x′). (3.65)

Assuming the number of receiver pairs is much less than N , the overall compu-

tational complexity of complete image formation is equal to the highest com-

putational complexity of each of the steps. Therefore, the overall complexity

for image formation is O(N4). Note that for the case of a large number of

receiver pairs, the complexity of this step will scale linearly with the number

of receiver pairs.

8. Entropy calculation: Compute En(vh) by calculating the entropy for each
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image in the stack with the formula

En(vh) = −
∑
x′

p(r̂vh(x′)) log[p(r̂vh(x′))]. (3.66)

The computational complexity of the entropy calculation will be O(N2) for

each of the histogram calculation, logarithm computation, and summation,

yielding a complexity of O(N2) for the overall step.

The computational complexity of the full image formation procedure will be

that of the step with the highest complexity, which in the above form is dominated

by the filtering and backprojection steps of O(N4). The backprojection method

described above is a Fourier-based technique. This can instead be implemented

efficiently by using fast backprojection algorithms [69]-[71] or fast Fourier integral

operator computation methods [72], [73], [63]. For example, with the fast Fourier

integral operator computation method presented in [63], the filtered backprojection

step can be performed with a computational complexity of O(N2 logN).

This image formation processes is repeated for each hypothesized velocity,

and the images with the lowest entropy values are then chosen. Assuming O(M)

hypothesized velocities, the full image reconstruction and velocity estimation pro-

cedure will have a computational complexity of O(MN4), or of O(MN2 logN) if

the fast Fourier integral operator algorithm mentioned above is used. However, if

we assume that M � N , the full image reconstruction and velocity computational

complexity reduces to the complexity of the single image formation procedure.

3.6 Numerical Simulations

3.6.1 Simulation Setup

This section describes the numerical simulations that were performed in order

to demonstrate the algorithm and its performance. In the next chapter, we perform

simulations to demonstrate properties relating to resolution and position error. We

simulate a moving scene of size 512× 512 meters that is discretized into 128× 128

pixels, so that each pixel represents 4 square meters. The receiving antennas move

in a circular aperture at a tangential velocity of 261 m/s. The circular aperture has
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a radius of 1.5 km, an altitude of 1 km, and is discretized into 2048 equally spaced

samples.

Note that the assumption of targets having linear motion while the antennas

are traversing a circular aperture may not be valid. However, this particular con-

figuration was chosen so that velocity estimation-related effects can be deconvolved

from potential limited-aperture artifacts.

The transmitter is a stationary tower located outside the circular flight tra-

jectory at a distance of about 2.1 km from the center of the scene. The transmitter

is using a rectangular pulse with an effective bandwidth of about 8 MHz. This is

similar to the higher bandwidths used by sources of opportunity such as DVB-T

and WiMax[15]. A graphical illustration of this setup is shown in Figure 3.7.

The velocities of the targets were varied to demonstrate the performance of

the algorithm. The moving targets were simulated with speeds in the range of

about 10 to 30 m/s, which is aligned with a range of normal vehicle speeds. For the

hypothesized velocity, the speeds of the moving targets were assumed to be between

0 and 45 m/s. Therefore, the two-dimensional hypothesized velocity was varied from

-45 to 45 m/s in each dimension with a step size of 2.25 m/s.

The data was generated by stepping through each slow-time and summing the

signals scattered from each moving target in the scene. The velocity estimation and

image reconstruction steps were then performed as described in Section 3.5. Note

that the image reconstruction and velocity estimation procedure is based on the

forward model, which is only an approximation to the method by which the data

is collected. Additionally, as described in Section 3.4-D, we used an uninformative

prior for the second-order statistics of the antenna beam patterns as well as constant

geometric spreading factors in the image reconstruction.

3.6.2 Single Moving Target

The first simulation of our method shows a basic test case of a single target

moving at a slower velocity of about 9 m/s towards the right. The scene at the initial

time of s = 0 is shown in Figure 3.8. We refer to this setup as Scene 1. Figure 3.8

also shows the reconstructed image when a hypothesized velocity of zero is used.
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This incorrect velocity assumption produces a smeared target in the reconstructed

image, since echoes are received from multiple locations across the scene over the

length of the aperture. Figure 3.9 shows a part of the entropy image over the range

of hypothesized velocities from -20 m/s to 20 m/s. The minimum point in this

entropy image corresponds to the true velocity. Finally, the image is reconstructed

using the estimated true velocity, obtained from finding the minimum entropy point

in the entropy image. This image is shown on the right in Figure 3.9, and displays

the ideal result of perfect reconstruction with no error.

The second simulation uses a single moving target in the same starting location

as the first simulation and moving towards the bottom right of the image with a

much greater velocity of about [18.1, 18.1] m/s. In this situation, additional receivers

were added to limit the amount of time necessary to collect the required data. We

refer to this setup as Scene 2. Figure 3.10 on the left shows the plot of the entropy for

hypothesized velocities of -50 m/s to 50 m/s in each direction of velocity. This plot

shows a clear minimum entropy point at the true velocity of [18.1, 18.1] m/s. The

reconstructed image is shown on the right side of this figure, which shows similar

results to the first case.

3.6.3 Multiple Moving Targets

The third simulation demonstrates the algorithm’s performance for a scene

with multiple targets. The original scene for this simulation is shown on the left

in Figure 3.11. There are two moving targets, one in the top left moving to the

right at a velocity of 9 m/s and one in the bottom right moving towards the top

left of the image traveling at about 12.8 m/s. In addition, there are two stationary

targets; one is located just to the top right of the center of the scene and the other

in the bottom left. We refer to this setup Scene 3. Figure 3.11 on the right shows

the entropy for Scene 3. The three minimum points on the surface correspond to

the true velocity of each of the two moving targets as well as the zero velocity.

Figure 3.12 shows two of the reconstructed images corresponding to the velocity of

the first target and the zero velocity, respectively. Figure 3.13 on the left shows

the third hypothesized velocity reconstruction, which corresponds to the second
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moving target in the bottom right of the image. Accurate position reconstruction

is obtained; however, with the multiple target case, we can see artifacts in each of

the images resulting from the blurring of the incorrect targets. The method still

reconstructs the true target at a much higher strength than the artifacts, however.

Figure 3.13 on the right shows the cross-section of the horizontal row of the image

containing the true target located in the bottom right corner. Here we can see that

the amplitude of the target is much larger than the rest of the scene. To compare

with the amplitude of a blurring artifact, a plot of the row containing the top right

stationary target is shown in Figure 3.14. The maximum amplitude shown here is

just under 0.5, which is about half of the amplitude of the focused target. Note that

weak targets could be masked by stronger targets. However, for this to occur, the

strong and weak targets must be close in position, and the smearing artifacts of the

strong target must be in the direction of the weaker target.

3.6.4 Multiple Moving Targets Embedded in Clutter

Finally, in the fourth simulation we investigate the effects of clutter on the

performance of the algorithm. We simulate a moving target in the top left of the

scene moving towards the right at about 9 m/s. Clutter was added to the scene by

using a Rayleigh distribution for the clutter amplitude as described in [74]. Although

neither the forward model nor the image reconstruction method attempt to model or

suppress clutter, we obtain acceptable results with a high enough Signal-to-Clutter

Ratio (SCR). To test the sensitivity of velocity estimation, the peak SCR (the

ratio between target strength and clutter strength) was varied from 0 to 36 dB

with steps of 2 dB. A plot of velocity root-mean-square error versus SCR is shown

in Figure 3.15. This plot portrays accurate estimation at higher SCR levels, but

there is a decline in performance at around 18 dB. Until this point, we see a graceful

degradation of performance, indicating a degree of robustness of method with respect

to clutter. Below this SCR level, the clutter becomes too dominant for the algorithm

to estimate the target velocity. The curve then flattens out again because of the

natural upper bound set by the velocity search grid, since we use a finite range of

hypothesized velocities.
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Figure 3.7: Setup for the simulations. The receivers move in a circular
trajectory with a radius of 11 km, while the transmitter is
stationary outside of the scene. The scene size is [256 × 256]
m.

3.7 Conclusion

This chapter presents a method for image reconstruction and velocity esti-

mation of a scene with moving targets using a network of passive receivers and

non-cooperative sources of opportunity. Passive radar systems are an attractive so-

lution because of their inherent cost, simplicity, and stealth advantages. Systems

that are free of transmitters are cheaper to implement and harder to detect, which

potentially increases the system’s longevity. In addition, the problem of imaging

moving targets is important to address, since targets of interest are often mobile,

and without special processing they appear smeared and unfocused in the recon-

structed image.

This chapter introduces a novel forward model and an FBP-type inversion

method for passive imaging of a moving scene. The forward model is based on the

correlation of received signals from different receivers and includes a phase term due

to moving target displacement. We defined a backprojection operator and showed

that if the true velocities of targets are used, our backprojection operator focuses the

targets in the reconstructed radiance images. We then used a range of hypothesized
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Figure 3.8: Original setup of Scene 1 on the left along with the recon-
struction on the right under the assumption of zero velocity.
There is one moving target located in the upper left quadrant
traveling towards the right at 1 m/s.

Figure 3.9: The left figure shows the entropy associated with Scene 1
plotted as a function of hypothesized velocity. The minimum
point (the darkest pixel) is at the correct target velocity, that
is [1, 0] m/s. The image reconstruction corresponding to this
hypothesized velocity is shown on the right.

velocities and reconstructed a stack of radiance images, each one corresponding to a

hypothesized velocity. We used entropy as a metric to measure the degree of focus

in reconstructed images. The minimum entropy analysis yields the velocity estimate

for each target as well as its corresponding image.

Our method relies on repeated use of backprojection operator which can be

implemented efficiently by using fast backprojection algorithms or fast Fourier inte-

gral operator computation methods and by utilizing parallel processing on graphics

processing units.
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Figure 3.10: The left figure shows the entropy associated with Scene 2
plotted as a function of the hypothesized velocity over the
full range of -50 m/s to 50 m/s in each direction. The mini-
mum point is at [18.1, -18.1] m/s, the velocity of the moving
target. The right figure shows the reconstructed image for
Scene 2 with the hypothesized velocity for set to the esti-
mated velocity vector of [18.1, -18.1] from minimum entropy.

Figure 3.11: Scene 3 is shown on the left. There are two moving targets,
one located in the upper left quadrant moving towards the
right at velocity 9 m/s and one in the lower right quadrant
moving towards the top left at velocity of about 12.8 m/s.
There are also two stationary targets, one to the top right
of the center of the scene and one in the bottom left. The
right figure shows the entropy image associated with Scene
3. The minimum points of the image correspond to the true
velocity of each of the moving targets as well as the zero
velocity.
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Figure 3.12: The reconstructed images for Scene 3 with the hypothesized
velocity set to each of two of the three minimum points on
the velocity image, the [9, 0] and [0, 0] velocities, respec-
tively. Each image shows the focused target corresponding
to the hypothesized velocity.

Figure 3.13: The left figure shows the reconstruction for the third min-
imum point in the entropy image with a hypothesized ve-
locity of [-9, 9] m/s. Shown on the right is the horizontal
cross-section of this reconstruction along the row contain-
ing the moving target. One can see here that the target
still stands out above the blurring artifacts from the other
moving targets.

We performed numerical simulations to demonstrate the viability of our method

for single and multiple moving target scenarios. While our method does not explic-

itly consider clutter, our simulation study shows that entropy is a robust metric

for estimating velocity at relatively low SCR levels. Additionally, since our image

reconstruction method is backprojection-based, the image formation method holds

in the presence of additive measurement noise under the assumption that the noise
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Figure 3.14: A plot of the top right stationary target in the third recon-
structed image, focused for the bottom right moving tar-
get. The maximum amplitude shown here is just under 0.5,
which is about half of the amplitude of the focused target.

Figure 3.15: This plot shows the resulting RMSE for velocity estimation
at various levels of SCRs. At higher SCR levels we still
obtain accurate velocity estimation with a steady decline in
performance as SCR is reduced.

is uncorrelated from one receiver to another [75]. When the noise and clutter are

correlated, the results can be further improved by taking into account the statistics

of the noise and clutter as in [76].

In this work we assumed that all targets were isotropic scatterers. However,

when a wide enough aperture angle is used, this assumption is no longer valid, and

one may wish to extend the model to account for anisotropic scatterers. This can be

done by creating small subapertures defined by a small error in the Fourier vector,

so that the isotropic assumption is valid for each subaperture. This technique is

described in more detail in [77].

This technique is designed for imaging moving targets located on the ground,
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but the technique can be extended to image airborne targets in a straightforward

manner. In that case, however, the number of unknowns would increase, both in

position and velocity. As a result, the two-dimensional position-velocity ambiguities

(as described in the next chapter) would extend to three-dimensional ambiguities.

Additionally, the computational complexity would significantly increase.

In the next chapter, we analyze the performance of our method. We present

position (radiance) and velocity resolution analysis and introduce a theory to analyze

and predict smearing artifacts in the reconstructed radiance images due to incorrect

velocity information.



CHAPTER 4

Passive Synthetic Aperture Hitchhiker Imaging of Ground

Moving Targets - Performance Analysis

4.1 Introduction

In recent years, there has been growing interest in passive radar due to ever

increasing radio frequency (RF) sources of opportunity, such as cell phone, TV, and

radio broadcasting stations [24], [26]-[28], [36], [37], [39], [41]-[43], [45]. Additionally,

passive radar systems are an attractive solution because of their inherent cost, sim-

plicity, and stealth advantages. The problem of passive synthetic aperture imaging

of moving targets is important, since targets of interest are often mobile. In the pre-

vious chapter, we introduce a method of passive imaging of ground moving targets

using a network of airborne receivers and non-cooperative transmitters of opportu-

nity. In this chapter, we derive and analyze the performance of the imaging method

that was introduced. We present a resolution analysis on position and velocity and

introduce a theory to analyze and predict smearing artifacts in the reconstructed

position images due to incorrect velocity information. The investigation of achiev-

able position and velocity resolution and error in target positioning due to velocity

errors are important in designing and optimizing passive SAR imaging systems.

In the previous chapter, we present a novel forward model and an FBP-type

image reconstruction combined with entropy optimization to reconstruct the radi-

ance (position) images and to estimate two-dimensional velocities of ground targets.

The forward model is based on the correlation of the received signals from multiple

moving receivers. We design a backprojection operator and analyze its point spread

function. The analysis shows that when the velocity of a scatterer/target is correctly

estimated, the backprojection puts the target at the correct position and orienta-

tion in the image. The filter is designed to get the strength of targets correctly. We

reconstruct a stack of radiance images, each corresponding to a fixed, hypothesized

This chapter is to appear in: S. Wacks and B. Yazici, “Passive synthetic aperture hitchhiker
imaging of ground moving targets - part 2: Performance analysis,” IEEE Trans. Image Process..

50
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velocity for a range of velocities. We analyze this stack of images using entropy as

a measure of focus in order to estimate target velocities. The method is capable of

imaging and estimating the velocities of multiple moving targets. While the method

does not explicitly consider clutter, numerical simulations show that the entropy is a

robust metric in estimating target velocities in relatively low signal-to-clutter ratios.

In this chapter, we examine the performance of the algorithm in two ways.

First, we analyze the resolution of both target position and velocity estimation by

looking at the bandwidth of range and spatial Doppler, respectively, available in the

correlated data. Our analysis identifies several parameters related to transmitted

waveforms and imaging geometry that contribute to position and velocity resolution.

Next, we introduce a theory to analyze and predict smearing artifacts that appear in

reconstructed radiance images due to the use of an incorrect hypothesized velocity in

backprojection. The theory describes how velocity errors translate into positioning

errors and the coupling between accurate target positioning and velocity estimation.

We derive an analytic formula that relates the positioning errors/smearing caused by

moving targets in images reconstructed using erroneous velocity information. This

formula can be used for multiple purposes, both for the analysis and prediction of

position errors arising from incorrectly hypothesized velocities, and understanding

smearing artifacts in position images due to moving targets reconstructed under

stationary scene assumption. Specifically, we also show that small errors in the

velocity estimates results in small positioning errors in the reconstructed radiance

images. Finally, we present extensive numerical simulations to demonstrate the

performance of our method and to validate the theoretical results.

Section 4.2 reviews the forward model, image reconstruction, and velocity es-

timation algorithms from the previous chapter. Section 4.3 analyzes the position

(radiance) resolution of the image reconstruction, assuming our hypothesized veloc-

ity is equal to the true velocity of the moving scene. Then, the velocity resolution

is investigated by analyzing the potential velocity bandwidth available in the data.

Section 4.4 removes the assumption of a correctly hypothesized velocity and instead

analyzes the nature of errors in target positioning due to an incorrect velocity. We

present a theory and an analytic formula to show how the position and velocity er-
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rors are coupled. Numerical simulations are then presented in Section 4.5. Finally,

the chapter is concluded in Section 4.6.

4.2 Overview

This section briefly summarizes the forward model, radiance image reconstruc-

tion and velocity estimation methods described in the previous chapter to establish

notation.

4.2.1 Forward Model

In radar signal processing, a target is typically an object of interest in a scene

that is being imaged. The term clutter is used for scattering objects that are not of

interest. Note that we use the term scatterer for point targets. Thus, targets can

be a composed of a single or multiple scatterers.

We denote the location of the scatters on the ground by x = [x, ψ(x)] ∈ R3,

where x = [x1, x2] ∈ R2 and ψ is a known, smooth function for ground topography,

i.e., x3 = ψ(x). Since the targets are moving on the ground, the three-dimensional

velocity vx of a moving scatterer located at x at some reference time is given by

vx = [vx,∇xψ(x) · vx] where ∇xψ(x) is the gradient of the ground topography.

We assume that there are N airborne receivers traversing trajectories γi, i =

1, ..., N and a single transmitter of opportunity located at y. Under the assumption

that the range variation due to targets and receivers’ movement within one pulse

transmission and reception is negligible [78], the received signal can be modeled as

fi(s, t) =

∫
e−iω[t−(|x−γi(s)|+|x−y|)/c0−( ̂(x−γi(s))+(̂x−y))·vxs/c0]

ρ(x)Ai(ω, s,x,v) dωdx,

(4.1)

where s denotes the slow-time or synthetic aperture sampling interval, t denotes fast-

time, Ai is a slow-varying function of frequency ω that depends on the transmitted

waveform and geometric spreading factors, and ρ is the two-dimensional ground

reflectivity function at the beginning of the synthetic aperture s = 0.

We next cross-correlate the received signals fi, i = 1, ..., N from different
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receivers and arrive at the forward model

dij(s, τ) = F [r](s, τ), i, j = 1, ..., N, i 6= j

=

∫
e−iω[τ−Rij(x,s)/c0−Bij(x,v,s)/c0]Aij(ω, s,x,v)r(x,v) dvdxdω,

(4.2)

where dij denotes the cross-correlated received signal from the ith and jth receivers

and τ denotes hitchhiker fast-time, and

Aij(ω, s,x,v) = ARij
(ω, s,x,v)

RT (ω,x)

(4π)2|x + vxs− y|2
, (4.3)

Rij(x, s) = |x− γi(s)| − |x− γj(s)|, (4.4)

Bij(x, s) = [ ̂(x− γi(s))− ̂(x− γj(s))] · vs, (4.5)

where x̂ denotes the unit vector in the direction of x.

Aij is a slow-varying function of ω satisfying the assumption (17) in [79].

r(x,v) is the phase-space radiance function defined by r(x,v) ≈ Rρ(x)ϕ(v,vx)

where Rρ is the 2D scene radiance and ϕ(v,vx) is a smooth function of v that

approximates δ(v − vx).

Let

ϕij(x,v, s) = Rij(x, s) +Bij(x,v, s). (4.6)

Then, the phase of F is

ω[τ − 1

c0

ϕij(x,v, s)] (4.7)

and its amplitude is Aij.
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4.2.2 Image Formation

For a given hypothesized velocity vh, we form a position image via the following

filtered backprojection operator:

K[dij](x
′) = r̂vhij (x′)

=

∫
eiω[τ−Rij(x′,s)/c0−Bij(x′,vh,s)/c0]dij(s, τ)Qvhij (ω, s,x′) dωdsdτ

(4.8)

where Qij is the filter that varies slowly with ω derived in [79].

The final image is formed by coherently summing over all pairs of images:

r̂vh(x′) =
∑
i,j

r̂vhij (x′). (4.9)

Note that under the assumption that Aij and Qij are slow-varying functions

of ω, both F and K become Fourier Integral Operators (FIO).

The point spread function (PSF) analysis in [79] shows that irrespective of the

choice of Qij, the backprojection operator positions the scatterer located at x in

the scene correctly in the reconstructed image whenever vh = vx. Additionally, we

design the filter Qij so that the PSF function is approximately δ(x− x′) whenever

vh = vx. This filter is found to be

Qij(ξij,x
′,vh) =

χΩA
∗
ij(ξij,x

′,vh)

|Aij(ξij,x′,vh)|2
|ω|
c2

0

|Ξij,1Ξ̇ij,2 − Ξij,2Ξ̇ij,1|, (4.10)

where Ξij = [Ξij,1,Ξij,2], with

Ξij(s,x
′,v) = ∇x[−Rij(x, s)−Bij(x,v, s)]|x=x′ (4.11)

and

ξij =
ω

c0

Ξij(s,x
′,v). (4.12)

χΩ is a smooth cut-off function to prevent division by zero, Ω is the set of points x′

where Aij(ω, s,x,v) 6= 0 and A∗ij denotes the complex conjugate of Aij.
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4.2.3 Velocity Estimation Algorithm

To estimate the velocity of the moving targets, a stack of images is formed

by filtering and backprojecting the correlated data over a range of hypothesized

velocities. Minimum entropy is then used as a measure of focus for each image.

Entropy is computed for each image by

En(vh) = −
∑
x′

p(r̂(x′,vh)) log[p(r̂(x′,vh))], (4.13)

where p is a normalized histogram for the discrete image. Since moving targets are

focused more sharply when their hypothesized velocity is correct, target velocities

are determined by the local minima of En over the range of hypothesized velocities.

In the following two sections, we analyze position and velocity resolutions and

the positioning errors due to incorrect estimation of target velocities.

4.3 Resolution Analysis

This section analyzes the resolution in the available data for both position and

velocity. This tells us which factors are important to focus on for increasing the reso-

lution in each of these dimensions, allowing for more accurate image reconstruction

and velocity estimation. First, we study the resolution in reconstructing a posi-

tion image for the correct hypothesized velocity. Afterward, the velocity resolution

available in the data is analyzed.

4.3.1 Resolution of Reconstructed Position Images

To analyze the resolution of the reconstructed images, we analyze the band-

width of the point spread function. Recall that the PSF of the imaging operator

K is the kernel of the image fidelity operator KF . When the hypothesized velocity

vh is equal to the correct velocity vx and the filter Qij is chosen as in (4.10), for a

given pair of receivers this kernel is approximated by

L
(vh,vh)
ij (x,x′) =

∫
Ωij

ei(x−x
′)·ξijdξij, (4.14)
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where

Ωij = {ξij : ξij =
ω

c0

Ξij(s,x
′,vh), x

′ ∈ supp(AijQ
vh
ij }. (4.15)

The point spread function shows that the reconstructed image is a band-limited

version of the original image, with a bandwidth determined by the data collection

manifold, Ωij. Alternatively, we can interpret the vector ξij as the Fourier vector

that contributes to the reconstruction of the pixel at x′. Thus, to obtain good

resolution at x′, it is desirable for this vector to span a wide range of angles and

have a large magnitude. The bandwidth contribution of ξij to the reconstructed

image is

|ξij| =
∣∣∣∣ ωc0

[
Dψ(x′)[ ̂(x′ − γi(s))− ̂(x′ − γj(s))]

− Dψ(x′) · v⊥i s+ ∂2
x′ψ(x′) · v(ψ(x′)− γ3

i (s))s

|x′ − γi(s)|

+
Dψ(x′) · v⊥j s+ ∂2

x′ψ(x′) · v(ψ(x′)− γ3
j (s))s

|x′ − γj(s)|

]∣∣∣∣∣ ,
(4.16)

where

Dψ(x) =

1 0 ∂ψ(x)/∂x1

0 1 ∂ψ(x)/∂x2

 , (4.17)

and

v⊥i = v − ̂(x− γi(s))[ ̂(x− γi(s)) · v], (4.18)

v⊥j = v − ̂(x− γj(s))[ ̂(x− γj(s)) · v]. (4.19)

The Dψ(x) matrix projects a three dimensional vector onto the tangent plane of the

ground topography. Note that v⊥i represents the component of the target velocity

in the direction perpendicular to the look direction, ̂(x− γi(s)) of the ith receiver.
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For flat topography, (4.16) simplifies to

|ξij| =

∣∣∣∣∣ ωc0

Dψ(x′)

[
[ ̂(x′ − γi(s))− ̂(x′ − γj(s))] +

v⊥j s

|x′ − γj(s)|
− v⊥i s

|x′ − γi(s)|

]∣∣∣∣∣ .
(4.20)

From this equation we can make conclusions about the resolution of the re-

constructed image. First, we see that the bandwidth of the transmitted waveform,

f = ω/2π, directly contributes to the magnitude of ξij, and increasing this param-

eter yields a corresponding increase in reconstructed image resolution.

If we assume a stationary scene, the two v⊥ terms vanish and we are left

with the hitchhiker look direction, which is the difference in antenna look directions

̂(x′ − γi(s))− ̂(x′ − γj(s)) projected onto the tangent plane of the ground topogra-

phy. The magnitude of this term is proportional to the hitchhiker angle θh, which

is the angle between the projection of these two vectors onto the tangent plane of

the ground topography:

|Dψ(x′) ̂(x′ − γi(s))−Dψ(x′) ̂(x′ − γj(s))| = 2| sin(θh/2)|. (4.21)

This angle is depicted in Figure 4.1. When this angle is small the antennas are

close together, and this term will approach zero. For the best resolution, the sine

function should be maximized by forcing θh = 180◦, i.e., a larger the hitchhiker

angle increases the position resolution.

Additionally, the bandwidth contribution of ξij to the reconstructed image is

affected by the target velocities. To understand the contribution of the velocity of

moving targets to position resolution, we decompose ξij into two components

Lij = Lij(x
′, s) = ̂(x′ − γi(s))− ̂(x′ − γj(s)), (4.22)

Vij = Vij(x
′,v, s) =

v⊥j s

|x′ − γj(s)|
− v⊥i s

|x′ − γi(s)|
, (4.23)

where (4.22) denotes the hitchhiker look direction and (4.23) defines the velocity

components of ξij given in (4.20). Assuming that |v⊥i s| � |x′ − γi(s)| for all i, we
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Figure 4.1: Hitchhiker angle θh, the angle between the antenna look direc-
tion vectors projected onto the tangent plane of the ground
topography.

make the following approximation

|Lij + Vij| ≈ |Lij|+ L̂ij ·Vij. (4.24)

From this equation, we see that the bandwidth contribution is proportional to the

component of the velocity term in the hitchhiker look direction. v⊥i is orthogonal to

the look direction of antenna i and v⊥j is orthogonal to the look direction of antenna

j, i.e.,

̂(x′ − γi(s)) · v⊥i = 0, (4.25)

̂(x′ − γj(s)) · v⊥j = 0. (4.26)

Therefore, the dot product simplifies to

L̂ij ·Vij =
̂(x′ − γi(s)) · v⊥j s
|x′ − γj(s)|

+
̂(x′ − γjs)) · v⊥i s
|x′ − γi(s)|

=|v| sin(θh)s

[
sin θj

|x′ − γj(s)|
+

sin θi
|x′ − γi(s)|

]
,

(4.27)

where sin(θi) and sin(θj) are the angles between the velocity vector and look direc-

tions of antennas i and j, respectively. In this expression, the distances between the

scene and each of the receivers, |x′−γi(s)| and |x′−γj(s)|, are negatively correlated
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with the magnitude of ξij. Therefore, the closer the antennas are to the scene of

interest, the better the resulting image resolution. In addition, the magnitude is

also directly proportional to the magnitude |v|, so the resolution also increases with

the speed of the moving target. Finally, the sine of all three angles are present in

this expression. The closer the angles are to 90◦, the larger these terms will be.

High image resolution also requires a wide angular diversity in ξij vectors. The

direction of ξij is determined largely by the hitchhiker look direction. The angular

span of the ξij vectors in the data collection manifold is determined by the “effective”

length of the aperture. Assuming that appropriate flight trajectories are chosen, the

aperture length is directly proportional to the length of s and the number of receiver

pairs. Figure 4.2 shows the set of Fourier vectors, ξij, i, j = 1, 2, 3 obtained by three

receivers each traversing a 45◦ arc over a circular aperture in tandem for a set of

slow-time values. We see that each pair of receivers collects ξij vectors spanning

a different range of directions for the same set of slow-time values. The angular

range of the Fourier vectors for each pair depends on the length of slow-time and

the magnitude of the Fourier vectors depends on the hitchhiker look-direction for a

fixed bandwidth. Clearly, increasing the number of receivers increases the angular

span of the Fourier vectors for a fixed coherent processing interval (CPI). Hence

a large number of receivers can be used to collect high resolution information in a

relatively short CPI. This may be advantageous in imaging fast maneuvering targets.

Table 4.1 summarizes these conclusions. Under most conditions, the stationary

term will dominate, since the velocity component is normalized by the antenna

ranges. The dominating parameters here are represented in the first part of the

table above the horizontal line. However, when this stationary term becomes small

it can still be affected by the velocity component. These parameters are shown in

the second part of the table.

4.3.2 Velocity Resolution

Our image formation method reconstructs position images for a discrete set

of velocities in a given range. The sampling of the velocity range is limited by

the velocity resolution available in the acquired data. To understand the velocity
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Table 4.1: Table of Image Resolution Parameters

Parameter Increase (↑) Resolution
Signal bandwidth f = ω/2π ↑ ↑
Hitchhiker angle sin(θh/2) ↑ ↑
Distance |x′ − γi(s)|, |x′ − γj(s)| ↑ ↓
Target speed |v| ↑ ↑
Angles between antenna look direction
and target velocity θi, θj

↑ ↑
Aperture length s ↑ ↑
Number of receivers ↑ ↑

resolution and how finely the range of velocities can be discretized, we analyze the

velocity bandwidth available in the data using the forward model (4.2).

We rewrite the forward model (4.2) in the following alternative form

F [r](s, τ) =

∫
eiς·ve−iω[τ−Rij(s,x)/c0]Aij(ω, s,x,v)r(x,v) dxdvdω (4.28)

where

ς = ωs[ ̂(x− γi(s))− ̂(x− γj(s))]. (4.29)

We can now interpret ς as the Fourier vector associated with the velocity of the

scatterer located at x at s = 0. In an analogous fashion to the ξ vector in Equation

(4.14), the ς vector provides information about the resolution in the velocity space.

Directional diversity, as well as the length of this vector, determine the velocity

resolution available in the correlated data dij. There are three factors that determine

the length and direction of ς: the bandwidth of the transmitted waveform, the

synthetic aperture length and hitchhiker look direction. All three factors agree

with intuition. Larger transmitted waveform bandwidth implies shorter processing

windows and hence finer acquisition of range variation from one processing window

to another which translates into finer velocity information. Longer aperture length

shows that more information about the target velocity can be acquired as the target

moves farther away from its original location. Both of these parameters are scaled

by the length of the hitchhiker look direction vector, which is maximized when the
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Figure 4.2: Data collection manifold Ωij, i.e. set of spatial Fourier vectors.
ξij for i, j = 1, 2, 3, collected by three pairs of receivers over
a range of slow-time values for a point target moving with
velocity 23 m/s towards the left. Each receiver is separated
by 45◦ and traversing 45◦ of a circular aperture. Clearly, each
pair of receivers increases the angular span of Fourier vectors
for a fixed coherent processing interval.

hitchhiker angle is 180◦.

Similarly to the position error simulation, the angle of the ς vector is deter-

mined by the hitchhiker look direction. Therefore, angular diversity in the ς vector

is improved by a large synthetic aperture length as well as multiple receiver pairs.

These parameters are summarized in Table 4.2.

Table 4.2: Table of Velocity Resolution Parameters

Parameter Increase (↑) Resolution
Transmitted waveform bandwidth f = ω/2π ↑ ↑
Aperture length s ↑ ↑
Hitchhiker angle θh ↑ ↑
Number of receivers ↑ ↑
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4.4 Position Error Analysis in Reconstructed Images Due

to Incorrect Velocity

This section addresses the following important questions in passive SAR imag-

ing of moving targets:

1. Passive SAR images of moving targets reconstructed under the stationary

scene assumption contain positioning errors or smearing artifacts. Given the

imaging geometry and target velocities, can we develop a theory to analyze

and predict the positioning errors in SAR images? In return, such a theory

can be utilized to determine target velocities.

2. We have shown in the previous chapter that radiance images can be focused if

the target velocities are known a priori or correctly estimated. Based on this

result, we reconstruct radiance images for a set of hypothesized velocities and

select the velocity that yields the best focus. However, both the discretized hy-

pothesized velocity and the estimated velocity may not be identically equal to

the true velocity of the targets. Thus, if the hypothesized or estimated target

velocity deviates from the true velocity, what would be the positioning errors

in radiance images? Furthermore, if a small error is made in the hypothesized

or estimated target velocity, is the resulting positioning error small? In other

words, is our method of reconstructing radiance (position) images robust with

respect to error in velocity estimation?

To analyze and predict positioning errors due to moving targets or erroneous velocity

estimation, we use microlocal analysis, specifically the results that explain how the

edges or scatterer locations in the scene are propagated into the reconstructed image

by the filtered backprojection operator (4.8).

The concept of canonical relations explains how an FIO propagates scene in-

formation to acquired data for a given imaging geometry and other parameters. The

Hörmander-Sato theorem, which relies on the composition of the canonical relations

[67, 66], describes how the information acquired from the scene is propagated into

the reconstructed image via the composition of the two FIOs defined as forward and

inverse maps.
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Recall that from the previous chapter that the phase of the image fidelity

operator KF is given by

Φ
(v,vh)
ij (ω, s,x′,x) = ϕij(x

′,vh, s)− ϕij(x,v, s) (4.30)

=
ω

c0

[Rij(x
′, s) +Bij(x

′,vh, s)−Rij(x, s)−Bij(x,v, s)] (4.31)

where x and v are scene parameters or target position and velocity and x′ is the

image parameter and vh is the hypothesized velocity for which the FBP image is

formed. The Hörmander-Sato theorem tells us that a scatterer located at x at s = 0

moving with velocity vx is formed at locations x′ moving with velocity vh that

satisfy the two equations

∂ωΦ
(v,vh)
ij (ω, s,x′,x) = ϕij(x

′,vh, s)− ϕij(x,v, s) = 0, (4.32)

∂sΦ
(v,vh)
ij (ω, s,x′,x) = ϕ̇ij(x

′,vh, s)− ϕ̇ij(x,v, s) = 0, (4.33)

where ϕ̇ denotes the derivative of ϕ with respect to s. Clearly, one of the solutions

of (4.32) and (4.33) is x′ = x when vh = vx, which tells us that the scatter is

reconstructed at the correct position (and orientation) whenever the hypothesized

velocity of the scatterer is equal to its true velocity. Now let us assume that an error

is made in the hypothesized velocity, i.e., vh used in image reconstruction does not

equal v = vx but rather

vε = vx + ε∆v, (4.34)

where ε∆v is the error in hypothesized velocity and ε is a small constant. The

backprojection operator then maps the scatterer to an erroneous location x′ + ∆x′

in the reconstructed image that satisfies the conditions

ϕij(x
′ + ∆x′,v + ε∆v, s)− ϕij(x,v, s) = 0, (4.35)

ϕ̇ij(x
′ + ∆x′,v + ε∆v, s)− ϕ̇ij(x,v, s) = 0, (4.36)
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where ∆x′ denotes the positioning error due to velocity error ε∆v. Our objective is

to determine an approximate expression for ∆x′ in terms of the velocity error ε∆v.

By making a Taylor series approximation around ε = 0 for each equation, we

find the following relationships for position error:

Ξij(x
′,v, s) ·∆x′ = −Lij(x

′, s) ·∆vsε, (4.37)

−Ξ̇ij(x
′,v, s) ·∆x′ = Lij(x

′, s) ·∆vε− L̇ij(x
′, s) ·∆vsε, (4.38)

where Lij(x
′, s) is the hitchhiker look direction

Lij(x
′, s) = [ ̂(x′ − γi(s))− ̂(x′ − γj(s))], (4.39)

and L̇ij(x
′, s) represents the derivative of Lij(x

′, s) with respect to s. It is given by

L̇ij(x
′, s) =

γ̇⊥i (s)

|x′ − γi(s)|
−

γ̇⊥j (s)

|x′ − γj(s)|
, (4.40)

with

γ̇⊥i (s) = γ̇i(s)− ̂(x′ − γi(s))[γ̇i(s) · ̂(x′ − γi(s))], (4.41)

γ̇⊥j (s) = γ̇j(s)− ̂(x′ − γj(s))[γ̇j(s) · ̂(x′ − γj(s))]. (4.42)

See Appendix C for the derivation of (4.37) and (4.38).

Note that γ̇⊥i (s) represents the component of the velocity of the ith receiver

in the direction perpendicular to the look direction of the receiver.

Equations (4.37) and (4.38) represent the amount of position error in the

direction of two different vectors: Ξij and Ξ̇ij. To see the true error magnitude in

each direction, we normalize the two equations with respect to the magnitude of
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these vectors and obtain

Ξ̂ij ·∆x′ =
−1

|Ξij|
Lij(x

′, s) ·∆vsε, (4.43)

̂̇Ξij ·∆x′ =
−1

|Ξ̇ij|

[
Lij(x

′, s) ·∆vε− L̇ij(x
′, s) ·∆vsε

]
. (4.44)

It is important to note that the magnitude factor |Ξ̇ij| contains the range terms

in the denominator. When we normalize the second equation and divide by this

magnitude, the range terms multiply the error, which can result in a significant

quantity. To understand this error relationship further, we analyze the simplified

case of a short synthetic aperture viewing a small scene. Additionally, we assume

the antenna ranges are of the same order: |x′ − γi(s)| ≈ |x′ − γj(s)|. Under these

assumptions, we have the relationships

Lij ⊥ [γ̇⊥i (s)− γ̇⊥j (s)], (4.45)

Lij ≈ Ξij. (4.46)

Thus, the position errors in (4.43) and (4.44) further simplify to

L̂ij ·∆x′ = −L̂ij(x
′, s) ·∆vsε, (4.47)̂̇Lij ·∆x′ =

−1

|Ξ̇ij|

[
Lij(x

′, s) ·∆vε− L̇ij(x
′, s) ·∆vsε

]
. (4.48)

We look at two extreme cases: the velocity error perpendicular to the hitchhiker look

direction and the velocity error parallel to the hitchhiker look direction. In the case

where the velocity error is perpendicular to the hitchhiker look direction, ∆v ⊥ Lij.

Here, the first equation becomes zero and all of the position error is in the direction

of Ξ̇ij, as shown in the second equation. In the second case, where ∆v ‖ Lij, we

obtain a position error in both directions. This is because the first equation is only in

the direction of Lij, while the second equation has both the hitchhiker look direction

and perpendicular antenna velocity direction. These conclusions are summarized in

Table 4.3.
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Table 4.3: Table of Position and Velocity Error Relationships

Case Error in Lij Error in L̇ij

Velocity error perpendicular to look direction
(∆v ⊥ Lij)

None 1
|Ξ̇ij |

L̇ij ·∆vsε

Velocity error parallel to look direction
(∆v ‖ Lij)

−L̂ij ·∆vsε −1
|Ξ̇ij |

Lij ·∆vε

From the analysis presented in this section, we draw two important conclu-

sions: 1. If a scene has moving targets and the backprojection image is recon-

structed under the assumption that the scene is stationary, equations (4.43) and

(4.44) quantify the smearing artifacts or positioning errors in the reconstructed im-

age with ∆v = −vx, where vx corresponds to the target velocity at true position x.

2. Equations (4.43) and (4.44) show that if the error in hypothesized velocity is in

the order of ε, then the positioning errors in the FBP images are also in the order of

ε. Hence, our image reconstruction method is robust. In the following section, we

numerically validate the analysis and theory presented in this and previous sections.

4.5 Numerical Simulations

This section presents two sets of numerical simulations to demonstrate the

different types of theoretical performance analysis presented in the previous sections.

All of the simulations are performed with a square scene of size [512× 512] meters

discretized into [128×128] pixels, so that each pixel represents 4 square meters. The

receiving antennas fly in a circular flight trajectory around the scene with a radius

of 1.5 km, an altitude of 1 km, and a speed of 261 m/s. The number of receivers,

distance traveled, and separation of receivers were all varied in order to demonstrate

these individual effects on image resolution.

Since our image formation method is based on filtered backprojection onto

iso-range curves, we need high resolution waveforms with large bandwidth. Some

examples of waveforms applicable to our method would be wireless network signals

(WiFi), digital video broadcasting terrestrial (DVB-T) signals, and WiMAX wave-

forms. These signals have bandwidths in the MHz range [15], [37]. The transmitter

is a stationary tower located outside the circular flight trajectory at a distance of
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about 2.1 km from the center of the scene. The transmitter uses a rectangular

pulse of various lengths to demonstrate the impact of signal bandwidth on image

resolution. A graphical illustration of this setup is shown in Figure 4.3.

The data was generated by stepping through each slow-time and summing the

signals scattered from each moving target in the scene. The velocity estimation

and image reconstruction steps were performed as described in Section 4.2. Note

that the image reconstruction and velocity estimation procedure is based on the

forward model, which is only an approximation to the method by which the data is

collected. These performance analysis simulations used one target moving at 8 m/s.

The target’s location is updated according to the slow-time variable, since we make

the start-stop approximation in the model.

4.5.1 Resolution Analysis Simulations

In the first set of simulations, three different parameters are varied to show

their increasing effect on image resolution for a correct hypothesized velocity. Trans-

mitted wave bandwidth, synthetic aperture length, and hitchhiker angle all varied

to demonstrate these dominant factors in image resolution.

First, we demonstrate the importance of bandwidth in image resolution. This

was accomplished by changing the sampling frequency of the fast-time variable t,

which is analogous to the transmitted pulse width and corresponds to bandwidth.

The sampling frequency was varied in order to keep the bandwidth in a range around

what one would find from available illuminating sources of opportunity, such as

digital TV and WiMax signals [15], [37]. Bandwidth was varied from about 3 to

17 MHz. The simulations were performed with two receivers flying over half of a

circular synthetic aperture. Table 4.4 shows the bandwidths used, as well as the 3-

dB width of the cross-section of the reconstructed target in both the x-direction and

y-direction. The decreasing target width indicates an increase in resolution, as we

expect from an increasing bandwidth. Figures 4.4 and 4.5 show the reconstructed

images, along with the plot of the horizontal cross-sections for the lowest and highest

bandwidth used, respectively.

In the second set of simulations, we vary the length of the synthetic aperture.
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Figure 4.3: Setup for the simulations. The receivers move in a circular
trajectory with a radius of 1.5 km, while the transmitter is
stationary outside of the scene. The scene size is [512 × 512]
m.

Here, two receivers traversed the circular trajectory separated by a phase of 180◦

for various amounts of time. The flight time was varied from 2.1 seconds to 10.6

seconds, corresponding to aperture lengths from about 548 m to 2767 m, and the

corresponding target cross-section widths are shown in Table 4.5. Here we can see

that the cross-range resolution (the x-direction in this scenario) is greatly improved

by the increasing aperture length. Figures 4.6 and 4.7 show the reconstructed im-

ages, along with the plot of the horizontal cross-sections for the shortest and longest

apertures used, respectively.

The third parameter altered was the hitchhiker angle, θh, discussed in Section

4.3. This angle is an important property of the geometry because it directly deter-

mines the amount of data that is able to be recovered by the receivers. We vary

the angle from 10◦ to 70◦ and show the corresponding results in Table 4.6. Figures

4.8 and 4.9 show the reconstructed images along with the plot of the horizontal

cross-sections for the smallest and largest angles used, respectively.
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Table 4.4: Bandwidth of the sources of opportunity versus the 3 dB width
of the reconstructed target in each direction

Bandwidth (MHz) x-direction 3-dB Width (m) y-direction 3-dB Width (m)
2.8 83.0 47.3
5.5 44.0 20.3
8.3 25.7 15.1
11.1 23.6 9.9
13.9 28.5 7.6
16.6 24.0 7.4

Table 4.5: Aperture length of the receiving antennas versus the 3 dB
width of the reconstructed target in each direction

Aperture length (s) x-direction 3-dB Width (m) y-direction 3-dB Width (m)
2.1 52.6 4.2
4.2 26.9 4.3
6.3 17.6 4.3
8.5 16.0 4.4
10.6 14.8 4.8

Table 4.6: Hitchhiker angle between the receiving antennas versus the 3
dB width of the reconstructed target in each direction

Hitchhiker angle (degrees) x-direction 3-dB Width (m) y-direction 3-dB Width (m)
10 35.1 36.6
25 14.2 12.8
40 12.0 9.1
55 10.6 8.6
70 10.1 8.4

Figure 4.4: Results for the case of bandwidth = 2.8 MHz. Left is the
reconstructed image and right is the plot of the cross-section
of the moving target.
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Figure 4.5: Results for the case of bandwidth = 16.6 MHz. Left is the
reconstructed image and right is the plot of the cross-section
of the moving target.

Figure 4.6: Results for the case of aperture length = 4.2 s. Left is the
reconstructed image and right is the plot of the cross-section
of the moving target.

Figure 4.7: Results for the case of aperture length = 21.2 s. Left is the
reconstructed image and right is the plot of the cross-section
of the moving target.
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Figure 4.8: Results for the case of hitchhiker angle = 10◦. Left is the
reconstructed image and right is the plot of the cross-section
of the moving target.

Figure 4.9: Results for the case of hitchhiker angle = 70◦. Left is the
reconstructed image and right is the plot of the cross-section
of the moving target.

4.5.2 Position Error Simulations

This section presents a set of simulations to illustrate the analysis done previ-

ously for error in position as a result of an incorrect hypothesized velocity. In each of

two scenarios, a short aperture and single target were used to simulate the scenario

of an approximately constant look direction and small scene, respectively. In each

case, the length of the aperture was 1.1 s and the speed of the moving target was 28

m/s. Additionally, the hypothesized velocity was zero, so the error in velocity was

equal in magnitude but opposite in direction to the target’s true velocity.

Figures 4.10 and 4.11 show results for the target traveling parallel and per-

pendicular, respectively, to the hitchhiker look direction for two antennas. The axes

at the bottom-left of each image show these two directions, and the two markers
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Figure 4.10: Reconstructed image with a short aperture and target trav-
eling parallel to the hitchhiker look direction. The solid
circle is the original location of the target, and the hollow
circle is the reconstructed location.

show the true and reconstructed positions of the target. The dark, filled circle is

the original location, and the empty circle is the reconstructed location.

Table 4.7 summarizes the numerical results of these simulations. The table

shows both the calculated and measured position error for the target in each direc-

tion of each simulation. The calculated error was obtained from equations (4.47)

and (4.48), and the measured error was obtained from finding the difference between

the true and reconstructed target positions. The first two rows show the error for

the first simulation, where the target was moving up and towards the right, parallel

to the look direction. In this situation, we obtain error in both directions, since each

has a L · ∆v term. The last two rows show the results for the second simulation,

where the target velocity is approximately perpendicular to the look direction. In

this scenario, the error in the look direction is almost zero since the only term that

contributes to error in this direction is the dot product between orthogonal vectors.

In reality, the error is slightly higher than zero, because only an approximately or-

thogonal velocity was used, as well as error contributions by numerical rounding

and image resolution. An error in the ˆ̇L direction is still found, since this error has

contributing terms in addition to the look direction.

Another set of simulations was performed with the same imaging geometry as

in the previous scenario but with the speed of the target varying in order to show
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Figure 4.11: Reconstructed image with a short aperture and target trav-
eling perpendicular to the hitchhiker look direction. The
solid circle is the original location of the target, and the
hollow circle is the reconstructed location.

Table 4.7: Table of Predicted vs Measured Position Error

Setup Direction Predicted Error Measured Error
∆v ‖ Lij Lij 16.0 13.0

∆v ‖ Lij L̇ij 157.7 158.7
∆v ⊥ Lij Lij 1.3 2.4

∆v ⊥ Lij L̇ij 29.2 25.2

the linear relationship between velocity error and position error. The target was

moving towards the right with a speed ranging from 0 to 17 m/s. The position

error versus speed is plotted in the look direction, Lij, in Figure 4.12 and in the

derivative of the look direction, L̇ij, in Figure 4.13. The blue lines show the predicted

error, computed from (4.47) and (4.48), and the red lines show the measured error.

The variations and discrepancies between the predicted and measured errors arise

mostly from two factors: the look direction is not constant over the flight trajectory

(it must be approximated by the average look direction), and the position of the

reconstructed target is estimated by simply extracting the brightest spot in the

image. Nevertheless, these graphs clearly demonstrate the increasing nature of the

position error as the speed of the target increases.
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Figure 4.12: Plot of the measured (solid) and predicted (dashed) position
error along the hitchhiker look direction axis. The error in
this direction is generally much smaller, but the increasing
relationship between position and velocity error can still be
seen here.

Figure 4.13: Plot of the measured (solid) and predicted (dashed) position
error along the axis of the time derivative of the hitchhiker
look direction. One can see from this plot that the position
error tends to increase as the hypothesized velocity error
increases, and low hypothesized velocity errors yield more
accurate reconstructed target positioning.
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4.6 Conclusion

This chapter provided a performance analysis of the image reconstruction and

velocity estimation method presented in the previous chapter. Specifically we an-

alyzed the resolution in both position and velocity spaces as well as the smearing

artifacts from moving targets. The method is an extension of the stationary case

investigated in [41]-[43], by collecting signals with a network of mobile, passive

receivers. These signals are correlated, and filtered backprojection is used to recon-

struct a series of images over a range of hypothesized velocities. Entropy is then

used to analyze smearing and choose the focused images with the estimated velocity

for each moving target. Performance analysis of this method allows us to identify

important factors involved in optimizing the system for high image resolution and

accurate velocity estimation.

We began with a quick overview of the important aspects of the algorithm de-

tailed in Chapter 3. Next, a detailed resolution analysis was performed by looking

at the form of the data from the forward model. Assuming a correctly hypothesized

velocity, the image resolution was determined by looking at the bandwidth of the

forward operator. Factors such as signal bandwidth, hitchhiker angle, number of

receivers, and scene distance were identified as either contributing positively or neg-

atively toward image resolution. Similarly for velocity resolution, the Fourier vector

associated with velocity was analyzed to determine which factors increase or decrease

the bandwidth in the velocity dimension of the data. Signal bandwidth, aperture

length, and hitchhiker angle all contribute positively toward the velocity resolution.

The angular span of the velocity Fourier vectors is increased with a large synthetic

aperture or multiple receiver pairs. Increasing the number of receivers contributes

to the angle diversity without increasing CPI, which is an important technique when

imaging fast-maneuvering targets. The second major area of analysis involved the

position error incurred when the hypothesized velocity is not equal to the true ve-

locity. Simplifications were made to then split the error into two components: one

in the hitchhiker look direction and the other in its perpendicular direction. We

finally illustrated these results via numerical simulations.

Although the goal for this performance analysis was to analyze how imaging
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parameters affect position and velocity resolution as well as the positioning errors of

moving targets, the method is applicable in the presence of additive white Gaussian

noise. Under the assumption that the scene reflectivity and additive measurement

noise are statistically uncorrelated and the additive measurement noise is zero-mean,

then the cross-receiver correlation step yields a new random process (a new additive

noise) that is a zero-mean and statistically uncorrelated in both slow-time and fast-

time difference of arrival (the τ variable). Under these conditions, the filtered-

backprojection (FBP) method will provide the minimum mean squared error image,

as shown in [75]. For colored noise, the filter can be modified to include prewhitening

as we have shown in [76].

In future work, other aspects of performance analysis that are useful may be

explored. An analysis that studies the variation in image entropy with respect to hy-

pothesized velocity can be performed. The selection of images from image stack will

determine the accuracy of velocity estimates as well as the degree of smearing, since

the smearing is a function of incorrect velocity estimates. Therefore, an analysis of

entropy, the metric of choice for final image selection, would also provide a valuable

understanding to the problem. Other examples are errors in receiver locations and

phase coherence of the received signals. The algorithm and performance analysis

both assume we have accurate locations for the mobile receivers at each slow-time;

however, it is useful to analyze the error that occurs when there are small deviations

between the true position and measured position of the antennas. Furthermore, the

received signals at each receiver are combined coherently, so analyzing the effects of

phase incoherence would be instructive as well. Additionally, the resolution analy-

sis and position error analysis can be studied further to craft even more intelligent

velocity estimation schemes. For example, the position error analysis can be used

to describe various smearing artifacts in reconstructed images, which may then lead

to an estimate of the velocity from the smears themselves. Finally, this work re-

quires a relatively high bandwidth in order to accurately position the moving targets.

However, since many of the available sources of opportunity transmit narrowband

waveforms, obtaining high bandwidth may not always be possible. We investigate

this scenario in the following chapters of this thesis.



CHAPTER 5

Doppler Synthetic Aperture Hitchhiker Imaging of Ground

Moving Targets

5.1 Introduction

Doppler synthetic aperture radar (DSAR) uses ultra-narrowband waveforms

to achieve high Doppler resolution instead of the high range resolution sought by

conventional SAR. The synthetic aperture hitchhiker imaging of ground moving tar-

gets method presented in the previous chapters relies on the availability of relatively

wideband sources of opportunity in order to take advantage of high range resolution

to form position images of a scene of interest. However, many sources of opportunity

are actually ultra-narrowband in nature, with bandwidths on the order of kHz.

. To form high resolution reflectivity (position) images, the data is back-

projected onto iso-Doppler contours instead of the conventional iso-range contours.

This radar modality has the distinct advantages of using cheaper transmitters, and

in many cases, dedicated transmitters may not be required, since existing RF sig-

nals in the environment often have the desired ultra-narrowband properties. The

Doppler imaging modality has been considered for the stationary case in [80]-[86].

Specifically, [81]-[84] consider the case of moving target imaging, but do not take into

account clutter explicitly. The concept of using iso-Doppler contours for imaging

with narrowband waveforms has also been presented in [87]-[89].

In addition, the Doppler SAR modality can be applied to passive imaging, since

many transmitters of opportunity possess the desired ultra-narrowband properties.

Passive imaging using sparse distributed apertures is described in [90], [91], and [36].

Furthermore, a theory for passive SAR imaging using ultra-narrowband sources of

opportunity is described in [42] and [43]. In this modality, the received signals are

cross-correlated between pairs of receivers in order to perform the imaging with

limited knowledge of transmitter location.

77
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5.2 Forward Model

The problem of passive moving target imaging with ultra-narrowband sources

of opportunity plays a significant role in passive radar. Since many available sources

of opportunity do not have a high enough bandwidth to obtain acceptable range

resolution, we can use their narrowband frequency domain properties to reconstruct

high resolution images. The goal of this problem is to obtain the data from Doppler

shift instead of time delay and then backproject onto these iso-Doppler contours to

obtain the reconstructed images.

5.2.1 Model for the Incident Field

The incident field for an antenna located at y transmitting the signal s(t) is

described by the wave equation

(∇2 − 1

c
∂2
t )E

in(z, t) = δ(z− y)s(t). (5.1)

The Green’s function solution for free space is used to provide the solution for the

electric field which we write as

(∇2 − 1

c
∂2
t )g(z, t) = −δ(z)δ(t), (5.2)

where

g(z, t) =
δ(t− |z|/c0)

4π|z|
, (5.3)

and c0 is the speed of light in a vacuum. Assuming a transmitter located at γT (t)

transmitting a waveform p(t) the electric field can be expressed as

Ein(z, t) = −
∫
δ(t− t′ − |z− γT (t)|/c0)

4π|z− γT (t)|
p(t′) dt′. (5.4)
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5.2.2 Model for the Scattered Field

Let Esc(x, t) denote the scattered field. Using the Born approximation, the

scattered field is then modeled as

Esc(y, t) =

∫
δ(t− t′ − |y − z|/c0)

4π|y − z|
V (α(z, t′))

×δ(t
′ − t′′ − |z− γT (t′′)|/c0)

4π|z− γT (t′′)|
p̈(t′′) dt′dt′′dz.

(5.5)

Let γR(t) denote the trajectory of the receiver at time t. The received signal r(t) is

r(t) = Esc(γR(t), t) =

∫
δ(t− t′ − |γR(t)− z|/c0)

4π|γR(t)− z|
V (α(z, t′))

×δ(t
′ − t′′ − |z− γT (t′′)|/c0)

4π|z− γT (t′′)|
p̈(t′′) dt′dt′′dz.

(5.6)

Assuming that the waveform is transmitted starting at time s, the wave is

emitted from the transmitter at time s + t′′, for t′′ ∈ [0, T ], reaches the target at

time s+ t′, and arrives at the receiving antenna at time s+ t. Note that t′′, t′, and

t are relative time variables within the interval that starts at time s. Thus, for this

short time interval, we have

r(s+ t) =

∫
δ(t− t′ − |γR(s+ t)− z|/c0)

4π|γR(s+ t)− z|
V (α(z, s+ t′))

×δ(t
′ − t′′ − |z− γT (s+ t′′)|/c0)

4π|z− γT (s+ t′′)|
p̈(s+ t′′) dt′dt′′dz.

(5.7)

Making the change of variables

z→ x = α(z, t) = Γ−1(z, t), (5.8)

we obtain

r(s+ t) =

∫
δ(t− t′ − |γR(s+ t)− Γ(x, s+ t′)|/c0)

4π|γR(s+ t)− Γ(x, s+ t′)|
V (x)|∇xΓ(x, s+ t′)|

×δ(t
′ − t′′ − |Γ(x, s+ t′)− γT (s+ t′′)|/c0)

4π|Γ(x, s+ t′)− γT (s+ t′′)|
p̈(s+ t′′) dt′dt′′dx.

(5.9)
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Assuming the targets follow a linear motion

Γ(x, t) ≈ x + vxt, (5.10)

then |∇xΓ(x, s + t′)| ≈ 1. Additionally, substituting V (x) = ρ(x)δ(x3− ψ(x)), we

obtain

r(s+ t) =

∫
δ(t− t′ − |γR(s+ t)− (x + vx(s+ t′))|/c0)

4π|γR(s+ t)− (x + vx(s+ t′))|
ρ(x)

×δ(t
′ − t′′ − |x + vx(s+ t′)− γT (s+ t′′)|/c0)

4π|x + vx(s+ t′)− γT (s+ t′′)|
p̈(s+ t′′) dt′dt′′dx.

(5.11)

We now make the approximations

γR(s+ t) ≈ γR(s) + γ̇R(s)t, (5.12)

γT (s+ t′′) ≈ γT (s) + γ̇T (s)t′′, (5.13)

and the far field approximations |γR(s)−x−vxs| � |γ̇R(s)t−vxt
′| and |x + vxs−

γT (s)| � |vxt
′ − γ̇T (s)t′′| to obtain

|γR(s+ t)− (x + vx(s+ t′))| ≈ |γR(s)− x− vxs|

+ ̂(γR(s)− x− vxs) · (γ̇R(s)t− vxt
′)

(5.14)

|x + vx(s+ t′)− γT (s+ t′′)| ≈ |x + vxs− γT (s)|

+ ̂(x + vxs− γT (s)) · (vxt
′ − γ̇T (s)t′′).

(5.15)

Furthermore, we make a small scene assumption and short aperture assump-

tion so that |γR(s) − x| � |x| and ̂(γR(s)− x) ≈ ̂(γR(s0)− x). Then the antenna

look direction is written as

̂(γR(s)− x− vxs) ≈ ̂(γR(s0)− x0), (5.16)

and if we define the origin of the coordinate system at x0, then we simply write

γ̂R(s0).
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Using (5.12)-(5.16) and performing the t′ and t′′ we obatin

r(s+ t) =

∫
p̈(s+ αRT t− τRT )ρ(x)

GR(s,x)GT (s,x)
dx, (5.17)

where

αRT =
1− γ̂R(s0) · γ̇R(s)/c0

1 + γ̂T (s0) · γ̇T (s)/c0

· 1 + γ̂T (s0) · vx/c0

1− γ̂R(s0) · vx/c0

, (5.18)

τRT =|γR(s)− (x + vxs)|/c0 + |γT (s)− (x + vxs)|/c0

+ (γ̂R(s0) + γ̂T (s0)) · vxs/c0,
(5.19)

and GR(s,x) and GT (s,x) are the geometric spreading terms for the receiver and

transmitter, respectively. With the start-stop approximation for the motion between

target and transmitter, we have

αR =
1− γ̂R(s0) · γ̇R(s0)/c0

1− γ̂R(s0) · vx/c0

. (5.20)

For an ultra-narrowband waveform we model the signal as

p(t) = p̃(t)eiω0t, (5.21)

where p̃(t) is the slowly varying envelope and ω0 the carrier frequency. Substituting

(5.21) into (5.17) we obatin

r(s+ t) = ω2
0

∫
p̃(s+ αRt− τRT )eiω0(s+αRt−τRT )ρ(x)

GR(s,x)GT (s,x)
dx. (5.22)

5.2.3 Cross-Receiver Correlation

Let fi(s, t) denote the received signal for the receiver located at γi(s). We

correlated, scale, and window corresponding “data processing intervals” of received

data at two different antenna positions to form the data

dij(s, µ) =

∫
fi(s, t)f

∗
j (s, µt)φ(t) dt, (5.23)
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where φ(t) is a smooth windowing function of finite support. Substituting (5.22)

into (5.23) we obatin

dij(s, µ) = ω4
0

∫
eiω0(s+αit−τiT )e−iω0(s+αjµt−τjT )

Gij(s,x,vx)

× p̃(s+ αit− τiT )ρ(x)p̃(s+ αjt− τjT )ρ(x′) dxdx′dt.

(5.24)

We assume p̃(µt) ≈ p̃(t) since p̃(t) is a slowly-varying function of time. Additionally,

we use the incoherent field approximation

E[ρ(x)ρ(x′)] ≈ Rρ(x)δ(x− x′) (5.25)

and take the expected value of the correlation to write

dij(s, µ) = ω4
0

∫
eiω0[s+αiαT t−τiT ]e−iω0[s+αjαTµt−τjT ]Ãij(s,x,vx)Rρ(x) dxdt

= ω4
0

∫
eiω0[(αi−αjµ)αT t−τij ]Ãij(s,x,vx)Rρ(x) dxdt.

(5.26)

We now define the phase-space radiance function as

r(x,v) = Rρ(x)δ(v − vx), (5.27)

and we combine the ω4
0 and eiω0τij terms with the amplitude and define the forward

operator as

Fij[r](s, µ) := d(s, µ)

=

∫
eiω0t[(αi−αjµ)]Aij(s,x,v)r(x,v) dxdvdt.

(5.28)

5.2.4 Analysis of Forward Model

The critical set, defined by (x,v) where ∂tφ(x,v, s, t, µ) = 0, or

ω0(αi − αjµ) = 0, (5.29)
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is

{(x,v) ∈ R2 × R2 : Sij = µ}, (5.30)

where

Sij(s,x,v) =
αi(s,x,v)

αj(s,x,v)

=
1− γ̂i(s0) · γ̇i(s)/c0

1− γ̂i(s0) · v/c0

· 1− γ̂j(s0) · v/c0

1− γ̂j(s0) · γ̇j(s)/c0

.

(5.31)

This manifold defines the iso-Doppler contours that indicate what information is

obtained from the forward model.

5.3 Image Formation

Since the data from the forward model is two-dimensional and the hitchhiker

iso-Doppler contours are four-dimensional, we may not be able to backproject to

this manifold such that the point spred function is focused in both the position

and velocity spaces. Similarly to the wideband case of synthetic aperture hitchhiker

imaging of ground moving targets, in order to form a radiance image, we backproject

onto iso-Doppler contours for a hypothesized target velocity, vh.

5.3.1 Filtered Backprojection Operator

For a given hypothesized velocity vh, we define The filtered backprojection

image formation operator is now defined for the (i, j)th pair of receivers as

Kij[d](x′) := r̂vhij (x′)

=

∫
e−iω0t[(αi−αjµ)]Qij(s,x

′,vh)dij(s, µ) dtdsdµ,
(5.32)
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where Qij(s,x
′,vh) is the filter to be determined. To form the final vh-radiance

image, we sum the reconstructed images from all pairs of receivers as

r̂vh(x′) =
∑
i,j

r̂vhij (x′). (5.33)

5.3.2 Analysis of the Point Spread Function

Plugging in (5.28) into (5.32) we obtain the image fidelity operator

KijFij[r](x′) =

∫
Lvhv (x,x′)r(x,v) dxdv (5.34)

where

Lvhv (x,x′) =

∫
e−iω0t′[(αi(s,x

′,vh)−αj(s,x′,vh)µ)]eiω0t[(αi(s,x,v)−αj(s,x,v)µ)]

×Qij(s,x
′,vh)Aij(s,x,v) dt′dtdsdµ

(5.35)

is the point spread function. Performing the dµ integration yields

t′ = t
αj(s,x,v)

αj(s,x′,vh)
. (5.36)

Plugging back into the point spread function, we obtain

Lvhv (x,x′) =

∫
e−iΦ(ω0,t,s,x,v,x′,vh)Qij(s,x

′,vh)Aij(s,x,v) dt′dtdsdµ, (5.37)

where

Φ(ω0, t, s,x,v,x
′,vh) = ω0t

[
αj(s,x,v)

αj(s,x′,vh)
αi(s,x

′,vh)− αi(s,x,v)

]
. (5.38)

According to the Hörmander-Sato theorem, the main contributions to the

point spread function of the image fidelity operator come from the critical set of the

phase, which satisfy the conditions

∂tΦ(ω0, t, s,x,v,x
′,vh) = 0 (5.39)

∂sΦ(ω0, t, s,x,v,x
′,vh) = 0. (5.40)
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From (5.38), we can see that when the hypothesized velocity vh equals the true

velocity vx, one of the solutions to the critical set conditions is x′ = x, so the

scatterer is positioned at the correct location in the reconstructed image.

5.3.3 Determination of the Filter

We design the filter so that the point spread function of the image fidelity

operator (5.34) is approximately a Dirac delta function. We write this as

Lvhv (x,x′) ≈
∫

Ωij

eiξij ·(x−x
′) dξij, (5.41)

where Ωij is the data collection manifold for the imaging geometry. To determine

ξij, we make a Taylor series approximation in the phase about the point (x − x′),
so that

Φ(ω0, t, s,x,v,x
′,vh) ≈ ∇xΦ(ω0, t, s,x,v,x

′,vh)|x=x′ · (x− x′) (5.42)

and

ξij = ∇xΦ(ω0, t, s,x,v,x
′,vh)|x=x′ . (5.43)

Finally, the filter Qij(s,x
′,vh) becomes

Qij(s,x
′,vh) =

A∗ij(s,x
′,vh)

ηij(s,x′,vh)|Aij(s,x′,vh)|2
(5.44)

where ηij is the Jacobian that comes from the change of variables (t, s)→ ξij.

5.4 Numerical Simulations

Numerical simulations were performed in order to demonstrate the method

described in the previous section and its performance. The size of the simulated

scene is 2048× 2048 meters, discretized into 256× 256 pixels. The scene coordinates

used place the origin at the center, so that the scene goes from -1024 meters to +1024

meters in each dimension. The antennas travel in a circular aperture of radius 6000
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meters at a speed of 200 m/s and altitude of 1000 meters. The antennas traverse

45◦ of the trajectory, discretized into 2048 samples.

The transmitter is a stationary tower located at (4000,−4000) meters relative

to the center of the scene, at an altitude of 500 meters. We simulate a single

frequency waveform at 100 MHz.

5.4.1 Single Moving Target

This simulation uses a single moving target positioned at (−200, 500), traveling

at 6 m/s at an angle of −50◦ from the x-axis. The original scene is showed in Figure

5.1, and the reconstructed image for a hypothesized velocity of 0 m/s is shown in

Figure 5.2. Similarly to the wideband case, the target is smeared as a result of the

incorrect velocity hypothesis. As the target moves over the length of data collection,

the displacement from its original location grows, causing the smearing. When we

constructed with the true velocity, we obtain the focused point shown in Figure

5.3. Finally, we look at the stack of images formed over the range of hypothesized

velocities from -10 to 10 m/s in each of the x and y-directions. The entropy map

is shown in Figure 5.4, and the minimum entropy point is at the velocity of (3,−5)

m/s, which is very close to the true velocity of (4,−5) m/s.

5.4.2 Multiple Moving Targets

The multiple moving target simulation contains three point targets: one sta-

tionary target located at (−400,−400), one moving target located at (−200, 500)

traveling at 6 m/s at −50◦ from the positive x-axis with components of (3.9,−4.6)

m/s, and one moving target located at (400,−300) traveling at 12 m/s at 280◦ from

the positive x-axis with components of (2.1,−11.8) m/s. A stack of images was

reconstructed over the range of hypothesized velocities from -13 to 13 m/s in each

direction at steps of 1 m/s. The entropy map is shown in Figure 5.6. The three min-

imum points of the entropy map, in increasing order, correspond to the velocities of

(0, 0) m/s, (3,−5) m/s, and (3,−11) m/s. Figure 5.7 shows the reconstructed image

for the hypothesized velocity of (0, 0). In this image, we can see that the stationary

target in the bottom left is focused, while the other two targets are smeared. Figure

5.8 shows the reconstructed image for the hypothesized velocity of (3,−5). In this
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Figure 5.1: The original scene for the single moving target simulation.
there is one target moving at a velocity of 6 m/s traveling
towards the bottom right of the scene at an angle of −50◦

from the positive x-axis.

Figure 5.2: Reconstructed scene for simulation 1 with zero hypothesized
velocity. The target is smeared and mispositioned as a result
of the incorrect hypothesized velocity.
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Figure 5.3: Reconstructed scene with the hypothesized velocity set to the
true velocity. Here, the target is both focused and located at
the correct position in the reconstructed image.

Figure 5.4: Entropy map over the range of two-dimensional hypothesized
velocities. The minimum point is at the velocity of (3,−5)
m/s.
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Figure 5.5: The original scene for the single moving target simulation.
there is one target moving at a velocity of 6 m/s traveling
towards the bottom right of the scene at an angle of −50◦

from the positive x-axis.

image, we can see that the moving target at the top of the scene, while the other

two targets are smeared. Finally, Figure 5.9 shows the reconstructed image for the

hypothesized velocity of (3,−11). In this image, the moving target in the bottom

right of the scene is most focused, while the other two targets are smeared.

5.5 Conclusion

In this chapter we developed the method for Doppler hitchhiker imaging of

ground moving targets. This method relies on sources of opportunity that use

ultra-narrowband waveforms. These waveforms are quite common among available

illuminators of opportunity, and since they are unsuitable for use with conventional

SAR imaging approaches that rely on range information, special methods must be

employed to take advantage of these signals.

High resolution images are formed with ultra-narrowband waveforms by mea-

suring Doppler shift in the received signal, and backprojecting to iso-Doppler con-

tours instead of the iso-range contours commonly used in conventional SAR. Since

these waveforms are long in duration and very narrow in frequency, the iso-Doppler
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Figure 5.6: Entropy map over the range of two-dimensional hypothesized
velocities. The minimum point is at the velocity of (3,−5)
m/s.

Figure 5.7: Reconstructed scene for simulation 1 with zero hypothesized
velocity. The target is smeared and mispositioned as a result
of the incorrect hypothesized velocity.
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Figure 5.8: Reconstructed scene with the hypothesized velocity set to the
true velocity. Here, the target is both focused and located at
the correct position in the reconstructed image.

Figure 5.9: Reconstructed scene with the hypothesized velocity set to the
true velocity. Here, the target is both focused and located at
the correct position in the reconstructed image.
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contours have the high resolution that contributes to a focused reflectivity image.

We first develop a novel forward model where the received signals at pairs of re-

ceivers are correlated, which measures the ratio of Doppler scale factors between

the two receivers. This allows backprojection without knowledge of the transmitter

location or waveform. We demonstrate in numerical simulations how this type of

backprojection yields focused images for a correct hypothesized velocity and how

entropy can be used as measure of focus for velocity estimation.

As with the wideband case of hitchhiker ground moving target imaging, this

method does not explicitly take clutter into account. Therefore, clutter suppression

techniques must be employed in conjunction with this method. In the next chapter,

we develop the theory for how the well-known displaced phase center antenna and

along-track interferometry techniques for conventional SAR can be applied to the

case of Doppler-SAR, where we use ultra-narrowband waveforms.



CHAPTER 6

Two-Channel Doppler SAR Imaging of Ground Moving

Targets

6.1 Introduction

In this chapter we present a theory for performing moving target synthetic

aperture radar (SAR) imaging with two-channel clutter suppression by combining

the displaced phase center antenna (DPCA) and along-track interferometry (ATI)

techniques with Doppler SAR.

DPCA and ATI are well-studied methods for suppressing clutter and detecting

moving targets with two receiver channels. These approaches involve placing the

two receiving antenna phase centers sufficiently far apart along a flight path, so that

the second antenna passes through the same location as the first antenna after an

integral number of pulses. The two received signals will then be the same for all

stationary scatterers. DPCA and ATI take advantage of the similarity between the

two sets of data by subtracting and multiplying complex conjugates, respectively.

In this chapter, we combine these two-channel clutter suppression techniques,

DPCA and ATI, with Doppler-SAR (DSAR), which has the advantages stated in

the previous chapter, notably the application to passive synthetic aperture radar.

We first show that with conventional radar, the signals at two receivers differ by a

range-rate term in the phase, nonzero only for moving targets. Section 6.3 shows

that under a certain set of constraints, in DSAR, the two signals at different receivers

differ only by a Doppler-rate term in the phase. Subtracting the signals eliminates

the stationary clutter component of the scattered signal, and the moving target

information can be extracted from this differential Doppler term.

Portions of this chapter to appear in: S. Wacks and B. Yazici, “Bistatic Doppler-SAR DPCA
imaging of ground moving targets,” IEEE Proc. Radar Conf., Cincinnati, OH, 2014.
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6.1.1 Overview of DPCA and ATI

When observing a scene of interest from an airborne platform, special compli-

cations arise with moving targets that do not otherwise need to be considered for

the case of a stationary antenna. For a stationary antenna, the only Doppler shifts

in the received signal are those from target motion, but with a moving antenna,

the majority of clutter (stationary) scatterers are now moving with respect to the

antenna. Therefore, each scatterer will induce a different Doppler shift, depending

on the angle between it and the antenna velocity. The literature calls this effect

a spreading of the clutter Doppler spectrum, since it spreads from an essentially

zero-width spike at zero-Doppler, to a wider area related to the bandwidth of the

signal and speed of the antenna.

One of the earliest and most successful methods for mitigating this moving

platform effect is the so called displaced phase center antenna (DPCA) technique [1],

[92], [93]. This approach relies on two receiving antenna channels spaced sufficiently

far apart (traditionally 1-2 pulse repetition intervals) in the same direction as the

platform motion using the same beam pattern and look direction. This allows the

second antenna to pass through the exact same spot as the first antenna an integral

number of pulses later, allowing it to have the same received signal for all stationary

scatterers. By subtracting the two signals at the appropriate time delay, all that is

left is the response from moving targets in the scene.

Along-track interferometry (ATI) is a well known technique for clutter sup-

pression and velocity estimation of moving targets. Two antenna phase centers are

place on either a single or a second moving platform that passes through the loca-

tion of the first platform after a time delay. This allows two data sets created via

the same imaging geometry, but at different times. This time difference allows the

dynamic properties of the scene of interest, such as moving target information, to

be captured, but the stationary ground clutter remains constant. ATI relies on the

phase difference between two images by multiplying one image with the complex

conjugates of the other one [93]-[95].
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6.1.2 Literature Survey

Multichannel approaches to radar, and specifically the DPCA technique, date

back to the 1950s. In [1], a detailed history of this development is presented, and

credits GE with the initial invention in 1952. GE showed that subtracting two

received signals at a proper time delay or azimuth shift canceled much of the clutter

signal.

[92] is an early work that explores some of the more theoretical aspects of

DPCA. In this paper, the authors compare DPCA to the more generic space-time

adaptive processing (STAP) for both airborne and space-based radar systems. It

is known that STAP can be more optimal in most situations by taking advantage

of prior information and more receiver channels, but it suffers from higher com-

putational complexity, and the required target-free prior clutter information is not

always available. The paper details pros and cons of the two techniques on the ba-

sis of antenna complexity, computational complexity, and target attenuation. The

fundamental concepts in STAP are more fully discussed in [96], a key paper from

1999.

Another technique that takes advantage of the phase difference between chan-

nels resulting from moving targets is along-track interferometry (ATI). This tech-

nique was first developed in [97] for the purpose of estimating ocean currents, but

it can be applied to ground moving targets in the same way. ATI operates by sub-

tracting the phase instead of the magnitude of the two channels, by multiplying

together complex conjugates of the individual images.

A summary and comparison of both the DPCA and ATI techniques is de-

scribed in [98]. In [98], simulations are performed using each technique under dif-

ference noise and clutter levels. The authors conclude that DPCA performance

can be affected by high levels of noise, while ATI is relatively robust under these

circumstances. Another paper that considers both methods is [99]. In this pa-

per the authors develop a moving target detection and velocity estimation method

that helps to overcome the problem of ambiguous velocities. The data is split into

multiple subbands, and ATI follows a DPCA step for each subband. Since each

subband is based off a different center frequency, the interferograms yield different
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ranges of velocities, eliminating many velocity estimation ambiguities. In [93], the

authors describe how DPCA and ATI mitigate the response from different types of

clutter. From this conclusion, the authors present a hybrid method that multiplies

the thresholded ATI image with the DPCA image in order to cancel both types of

clutter.

The effectiveness of the DPCA technique has been demonstrated experimen-

tally numerous times, both in simulation and on real data. For example, in [100],

after presenting the background theory of DPCA along with predicted clutter sup-

pression levels, the technique is performed on C-band radar to provide up to 23 dB

of clutter cancellation. In preparation for Canada’s RADARSAT-2 satelite, [101]

presents preliminary, but promising results for DPCA clutter suppression on sim-

ulated data. The parameters that were chosen were assumed to be close to those

of the RADARSAT-2 system. In [102], using the RADARSAT-2 system, clutter

cancellation is performed on the raw, azimuth-uncompressed data instead of SAR

images. This paper shows promising results and indicates that by performing the

technique on the raw data, information loss associated with fast-moving objects is

avoided. Additionally, the ATI technique has been demonstrated with success in

[103]. This experiment shows the robustness and of ATI and is able to detect slow

moving targets in a noisy environment.

6.2 Clutter Cancellation for a Point Target Using Two-

Channel Wideband SAR

In order to compare the results of the two-channel Doppler-SAR techniques,

we briefly summarize the main conclusions for the conventional case. Note that in

conventional radar, signals are assumed to be relatively wideband. The information

contained in the phase of the forward model is related to the range or time delay of

the scatterers.

We consider two receiving antenna phase centers collecting data at positions

γ1
R(s) and γ2

R(s) and a stationary transmitter located at γT . We assume that at time

s+ ∆s the second antenna passes through the location of the first antenna at time

s with the same velocity. Therefore, γ1
R(s) = γ2

R(s+ ∆s) and γ̇1
R(s) = γ̇2

R(s+ ∆s).
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The model for the received signal at the nth antenna from a point target at location

x0 as

fn(s, t) =

∫
eiω[t−Rn(s,x0)/c0−Ln(s,x0)·v0s/c0]

× A(ω, s,x0)ρ(x0) dω

(6.1)

where

Rn(s,x) = |x + vxs− γnR(s)|+ |x + vxs− γT | (6.2)

Ln(s,x) = ̂(x + vxs− γnR(s)) + ̂(x + vxs− γT ) (6.3)

and the moving target follows the trajectory z(s) = x0 + v0s. The geometry of this

configuration is depicted in Figure 6.1. The received signal for the second receiver

at a time s+ ∆s is then

f 2(s+ ∆s, t) =

∫
eiω[t−R2(s+∆s,x0)/c0−L2(s+∆s,x0)·v0(s+∆s)/c0]

× A(ω, s,x0)ρ(x0) dω

≈
∫
eiω[t−R1(s,x0)/c0−L1(s,x0)·v0s/c0]eiωL1(s,x0)·v0∆s/c0

× A(ω, s,x0)ρ(x0) dω,

(6.4)

which takes the same form as the received signal at the first channel with an extra

phase shift term L1(s,x) ·v0∆s/c0. This extra phase term is viewed as a range-rate,

which adds an extra range value to the measurement when multiplied by the extra

time ∆s.

We then assume a transmitted waveform has frequencies at ω = ω0 +ω′ where

ω0 is the carrier frequency and ω0 � ω′. Using this approximation, conventional

DPCA approximates the extra phase shift by a constant, as done in [93], independent

of frequency. So we can write

f 2(s+ ∆s, t) ≈ e−iω0L1(s,x0)·v0∆s/c0f 1(s, t). (6.5)

When the velocity of the target is zero, as in the case with stationary clutter, these
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signals will be equal. When the velocity of the target is nonzero, the signals differ

in phase, which is the basis for clutter suppression and moving target detection in

both the DPCA and ATI techniques.

6.3 Forward Model for Two-Channel Doppler SAR

For Doppler-SAR, we assume an ultra-narrowband transmitted waveform. We

begin with the received signal model

r(t) =

∫
eiω0[t−R(t,x)/c0]p̃(t−R(t,x))A(ω0, t,x)V (x) dx, (6.6)

where

A(ω0, t,x) =
JR(ω0, t,x)JT (ω0, t,x)

GR(t,x)GT (t,x)
. (6.7)

The amplitude term contains the antenna beam pattern parameteres in JR and JT

and the geometric spreading terms in GR and GT . p̃(t) is the slowly-varying envelope

of the transmitted signal p(t), ω0 is the carrier frequency, and R(t,x) is the bistatic

range - the sum of ranges from the transmitter to target and target to receiver.

Additionally, we substitute the ground topography function as

ρ(x) = V (x)δ(x3 − ψ(x)) (6.8)

to obtain

r(t) =

∫
eiω0[t−R(t,x)/c0]p̃(t−R(t,x))A(ω0, t,x)ρ(x) dx. (6.9)

We form the data by correlating the received signal with scaled versions of the
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transmitted signal and obtain

d(s, µ) =

∫
r(t)p∗(µ(t− sT ))φ(t− sT ) dt

=

∫
eiω0[t−R(t,x)/c0]e−iω0µ(t−sT )p̃∗(µ(t− sT ))p̃(t−R(t,x))

× A(ω0, s,x)ρ(x)φ(t− sT ) dxdt,

(6.10)

where φ(t) is a smooth windowing function with t ∈ [0, T ]. Next, we make a

linearization in the range R(t,x) about t = sT

R(t,x) ≈ R(sT,x) +
[ ̂(x + vsT − γR(sT )) · (v − γ̇R(sT ))

+ ̂(x + vsT − γT ) · v
]
(t− sT )

= R(sT,x) + β(sT,x,v)(t− sT ).

(6.11)

To simplify the notation we write R(sT,x) as R(s,x) and β(sT,x,v) as β(s,x,v).

β(s,x,v) is then the Doppler shift of the received signal due to both the moving

receiver and the moving target. Substituting into (6.10) we obtain

d(s, µ) =

∫
eiω0t[(1−µ)−β(s,x,v)]e−iω0R(s,x)/c0]eiω0µsT eiω0sTβ(s,x,v)

× p̃∗(µ(t− sT ))p̃(t−R(t,x))A(ω0, s,x)ρ(x)φ(t− sT ) dxdt.

(6.12)

With the ultra-narrowband assumption, we approximate p̃∗(µ(t−sT ))p̃(t−R(t,x)) ≈
1 and combine e−iω0R(sT,x)/c0]eiω0µsT with the amplitude term to write

d(s, µ) =

∫
eiω0t[(1−µ)−β(s,x,v)]eiω0sTβ(s,x,v)Ã(ω0, s,x, µ)ρ(x)φ(t− sT ) dxdt. (6.13)

We then expand β(s,x,v) around s = sc in the remaining exponential term

and write

β(s,x,v) ≈ β(sc,x,v) + β̇(sc,x,v)(s− sc) + β̈(sc,x,v)
(s− sc)2

2

= β(sc,x,v) + β̈(sc,x,v)
(s− sc)2

2
,

(6.14)

where sc satisfies β̇(sc,x,v) = 0. We combine the quadratic term with the amplitude
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and obtain

d(s, µ) =

∫
eiω0t[(1−µ)−β(s,x,v)]eiω0scTβ(sc,x,v)Ã(ω0, s,x, µ)ρ(x)φ(t− sT ) dxdt. (6.15)

Finally, if we backproject this data to the iso-Doppler contours we will reconstruct

the reflectivity function

eiω0scTβ(sc,x,v)ρ(x) (6.16)

We assume we are receiving signals at two antenna phase centers moving in

tandem so that after a time delay of ∆s, the second antenna passes through the

location of the first antenna with the same velocity. Therefore, γ1
R(s) = γ2

R(s+ ∆s)

and γ̇1
R(s) = γ̇2

R(s + ∆s). Backprojecting to the iso-Doppler contours, the first

antenna will reconstruct the image

ρ1(x) = eiω0scTβ1(sc,x,v)ρ(x), (6.17)

and after a time delay of ∆s, the second antenna will reconstruct the image

ρ2(x) = eiω0scTβ2(sc+∆s,x,v)ρ(x). (6.18)

Using the above assumptions about the relationship between the two antenna

channels, we simplify β2(s+ ∆s,x,v) to

β2(s+ ∆s,x,v) =
1

c0

[ ̂(x + v(s+ ∆s)− γ2
R(s+ ∆s)) · (v − γ̇2

R(s+ ∆s))

+ ̂(x + v(s+ ∆s)− γT ) · v]

≈ β1(s,x,v) + βd(s,x,v)∆s

(6.19)

where

βd(s,x,v) =
1

c0

[
v⊥R · (v − γ̇1

R(s))

|x + vs− γ1
R(s)|

+
v⊥T · v

|x + vs− γT |

]
, (6.20)
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and

v⊥R = v − ̂(x + vs− γ1
R(s))[ ̂(x + vs− γ1

R(s)) · v] (6.21)

v⊥T = v − ̂(x + vs− γT )[ ̂(x + vs− γT ) · v]. (6.22)

The vectors v⊥R and v⊥T represent the target velocity vector projected in the direction

perpendicular to the receiver look direction and transmitter look direction, respec-

tively. Finally, plugging back into the reconstructed image for the second antenna,

we obtain

ρ2(x) = eiω0scTβ2(sc+∆s,x,v)ρ(x)

≈ eiω0scT [β1(sc,x,v)+βd(sc,x,v)∆s]ρ(x)

= eiω0scTβd(sc,x,v)∆sρ1(x)

(6.23)

The βd(s,x,v) term can be interpreted as a Doppler-rate, and after multiplication

by the time delay ∆s, adds an additional Doppler shift to the received signal, which

becomes combined into the scene reflectivity. This scenario is depicted in Figure

6.1. The two antennas are shown at two points in time, s in red, and s + ∆s in

blue. At time s, the moving target caused a Doppler shift of β1, measured at the

first antenna. After a time shift of ∆s, as shown in the blue trajectory, the second

antenna measures the Doppler shift of β2 ≈ β1 + βd∆s at the same location as the

first antenna.

This result is intuitive and is analogous to the one from conventional SAR.

As described in the previous section, in conventional (wideband) SAR, range is

measured via time delay using relatively wideband signals. The phase shift between

the two receiving channels is a difference in range, which is the range-rate multiplied

by the time delay. As shown here, in Doppler-SAR, since we measure Doppler shift,

the phase shift between the two channels is a Doppler shift. This Doppler shift is

the result of the Doppler-rate multiplied by the time delay between the two data

sets.



102

Figure 6.1: Illustration of the temporal Doppler shift measured at two
different times for the location γ1

R(s) = γ2
R(s + ∆s). At time

s, receiver 1 measures the Dopppler shift β1. At time s+ ∆s,
receiver 2 measures the Doppler shift β1 + βd at the same
trajectory location.

6.4 Clutter Suppression Using Two-Channel Doppler SAR

Under the assumptions of two phase centers traveling in tandem, we have a

data model where the two sets of data differ only by a single phase shift. This phase

shift is zero for stationary targets, and nonzero for moving targets. The DPCA

and ATI techniques have been well studied in the case of conventional SAR. In this

section, we show how the two techniques can be applied to Doppler-SAR.

6.4.1 Displaced Phase Center Antenna

The displaced phase center antenna (DPCA) technique cancels the stationary

clutter by subtracting the two channels. Since the image reconstruction method is

linear, the subtraction can be performed either in the data domain or the image
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domain. When subtracting the two channels at a time shift of ∆s we obtain

K[d1(s, µ)− d2(s+ ∆s, µ)] = K[d1(s, µ)]−K[d2(s+ ∆s, µ)]

= ρ1(x)− eiω0scTβd(sc,x,v)∆sρ1(x)

= ρ1(x)[1− eiω0scTβd(sc,x,v)∆s],

(6.24)

where K is the backprojection operator. We see that for stationary targets, the

Doppler shift is zero, and the subtraction returns no target at that pixel.

6.4.2 Along-Track Interferometry

In interferometric SAR, two receiver channels are used to capture slightly

different information. Images are then formed for each channel and their complex

conjugates are multiplied. An image of the phase (or interferogram) of the resulting

product is used to find the difference in phase of the two channels. In along-track

interferometry (ATI), the two channels are displaced along the velocity vector of the

antennas just as described in the previous section, so that they acquire information

about the same scene from the same location, but at different points in time.

Multiplying the image formed from the first channel by the complex conjugate

of the image formed from the second channel, we obtain

ρ1(x)ρ∗2(x) = |ρ1(x)|2e−iω0scTβd(sc,x,v)∆s. (6.25)

When looking at the phase function

Φ = ω0scTβd(sc,x,v)∆s, (6.26)

we see that stationary objects, which have no Doppler shift, will be zero in the phase

image.

6.5 Numerical Simulations

We performed numerical simulations with moving targets under various types

of stationary clutter in order to visually see the effect of the different clutter sup-
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pression techniques. Two receivers were flying in tandem in a circular trajectory

around the scene with a radius of 6 km at a speed of 200 m/s. The receivers were

flying at an altitude of 1 km over 45◦ of the aperture. The two receiver channels

were displaced such that the second phase center passed through the same location

as the first phase center after a time delay of 0.5 ms.

A single stationary transmitter was placed at the coordinates (4000,−4000)

m at an altitude of 1 km, where the origin is the center of the scene of interest. The

waveform was a single frequency signal at 80 MHz lasting 1 µs in length.

The first simulation demonstrates the simplest possible case of a single moving

target with no clutter or noise. Figure 6.2 shows the original scene with the moving

target traveling at a speed of 8 m/s at an angle of 280◦ from the positive x-axis.

The reconstructed image from the first channel is shown in Figure 6.3. The target

is smeared because we backproject to zero-velocity iso-Doppler contours. As shown

in the previous chapter, if we were to backproject to contours for the correct target

velocity, we would obtain a focused image. Finally, the results of the DPCA and ATI

clutter suppression techniques are shown in Figure 6.4 and Figure 6.5, respectively.

The DPCA image looks very similar to the single channel image since there is no

clutter. The ATI image shows positive phase components where the moving target

response was backprojected. Since we are backprojecting using such a small part of

the aperture and with no filtering, the target response is relatively smeared. Also,

note that the phase of the image is wrapped to the range of −π to π, this may

cause periodic ambiguities in the resulting phase image, since it is not actually the

unwrapped interferometric phase function we desire.

The second simulation expands on the results of the first by adding in a large

stationary object. This would be similar to a large building in a real-life scenario.

Figure 6.6 shows the original scene, with the same moving target as with the first

scenario, and now with a stationary rectangular object near the center of the scene.

The reconstructed image for the first channel is shown in Figure 6.6. The building

response is smeared and significantly overpowers the moving target response. When

the DPCA technique is used, we are able to completely cancel out the stationary

target response, as shown in Figure 6.8. This image is identical to Figure 6.4, the



105

Figure 6.2: Original scenario for the first simulation. There is a single
moving target located at (200,−500) moving at 8 m/s at an
angle of 280◦ from the positive x-axis.

Figure 6.3: Reconstructed image for the first antenna channel. The re-
ceiver 1 data is backprojected to zero-velocity iso-Doppler
contours, yielding the moving target reconstruction shown
here. There is no stationary clutter in the image, so we see
the moving target response adequately in this figure.
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Figure 6.4: DPCA image for the first scenario. The reconstructed images
from each channel are subtracted from each other. Since
the target response is slightly different for each receiver, and
there is no stationary clutter, the image looks similar to the
one created by a single channel.

Figure 6.5: ATI image for the first scenario. The image shows a positive
interferometric phase for all pixels on the image that have a
contribution from the moving target.
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Figure 6.6: Original scenario for the second simulation. In addition to the
single moving target, we have an extended stationary target,
which will contaminate the moving target response in single
channel data.

DPCA image for the first scenario, since the nonstationary component of the scene

is the same. Finally, we see the interferogram from the ATI technique in Figure

6.9. In this figure, the stationary clutter response is eliminated, and we see positive

phase contributions from the moving target response in the bottom right area of the

image.

In the third scenario, we add random stationary clutter to every pixel in the

image, in addition to the large extended stationary target and multiple moving

targets. The original scene is shown in Figure 6.10. In addition to the moving target

in the previous simulations, there is a moving target in the top left moving at 8 m/s

at an angle of −50◦ and a moving target in the top right moving at 4 m/s at 20◦.

Along with these moving targets there are two stationary point targets in the bottom

left and bottom right. Random clutter was added to each pixel using a Rayleigh

distribution and a signal-to-clutter ratio (SCR) of -10 dB. Figure 6.11 shows the

image reconstruction for the first channel. As with the previous simulation, the

smeared responses of the extended stationary target and the random clutter mask

all visibility of the three moving targets. When we subtract the images reconstructed
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Figure 6.7: Reconstructed image for the first channel in scenario 2. The
extended stationary target is smeared and masks the moving
target signature completely.

Figure 6.8: DPCA image for the second simulation. The response from
the extended stationary target is completely canceled, and
we are left with the moving target response. This image
is identical to the DPCA image from the first simulation,
because the moving target has the same parameters.



109

Figure 6.9: ATI image for the second simulation. The extended station-
ary target response is eliminated in this image as well, and
we see the moving target contributions to the phase in the
bottom right area of the image.

by each channel, we obtain the DPCA image shown in Figure 6.12. Here, we see that

the three moving targets are reconstructed, and all of the stationary components

of the scene (the point targets, extended target, and random clutter), are canceled

completely. In Figure 6.13, we see the result of the ATI technique. For visual

purposes, the image shown is the absolute value of the phase image, so that the

zero phase is of zero intensity, and increasing positive or negative phase increases

the intensity. Here, the clutter is so high that barely one of the moving targets is

distinguishable. When the SCR is increased to 20 dB, however, we do see that the

ATI method brings out the moving target responses, as shown in Figure 6.14.

6.6 Conclusion

In this chapter, we analyzed how the DPCA and ATI clutter suppression

methods can be applied to Doppler-SAR. Unlike conventional SAR, where the im-

age is formed by using time delay to backproject onto iso-range contours, Doppler-

SAR uses the Doppler shift in ultra-narrowband waveforms to backproject onto iso-
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Figure 6.10: Original scenario for the third simulation. In addition to the
single moving target and extended stationary target from
simulation two, there are two additional moving targets, two
stationary targets, and randomly distributed clutter added
to each pixel.

Figure 6.11: Single image reconstruction for the third scenario. The clut-
ter masks all signatures of the moving targets, and we are
unable see any targets in the reconstructed image.
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Figure 6.12: DPCA image for the third simulation. The image subtrac-
tion process successfully cancels out the extended target, all
random clutter, and stationary point scatterers.

Figure 6.13: ATI image for the third simulation. Here, the clutter is so
high that the phase subtraction is unable to bring out the
moving targets from the rest of the scene.
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Figure 6.14: ATI image for the third simulation, but with the clutter
reduced to a SCR level of 20 dB. Now, the moving target
responses can be seen clearly.

Doppler contours. Clutter suppression is an extremely important problem in ground

moving target imaging, because moving targets are often embedded in strong, sta-

tionary ground clutter. In order to detect moving targets, ground clutter must be

suppressed enough to bring out the moving target signatures and estimate their

velocities.

Both the DPCA and ATI techniques rely on a pair of antenna phase centers

moving in tandem, so that after a time delay, the second antenna passes through

the same location as the first antenna with the same velocity. This configuration

enables data to be collected from a dynamic scene at different points in time from the

same location. In this setup, stationary ground clutter will yield the same scattered

signal for each antenna, but the moving targets will produce different responses.

The DPCA technique takes advantage of this by subtracting the data collected by

the second antenna from the data collected by the first antenna. ATI follows a

similar approach, but does the subtraction in the phase by multiplying the image

produced by the first channel by the complex conjugate of the image formed by the

second channel.
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We show that in conventional SAR, the phase difference between the two

channels is a range quantity, coming from the range-rate of the moving target mul-

tiplied by the time delay between the antenna phase centers. In Doppler-SAR, we

show that the phase difference is a Doppler shift quantity, coming from a Doppler-

rate term multiplied by the time delay between the antennas. This is an intuitive

result, since Doppler-SAR uses ultra-narrowband illuminators to measure temporal

Doppler shift instead of range. Finally, we ran numerical simulations to demonstrate

the performance of the clutter suppression techniques.



CHAPTER 7

Conclusion

In this work we have studied image reconstruction methods for performing SAR

imaging of ground moving targets using passive receivers. Passive radar has im-

portant advantages over active radar, particularly in defense and surveillance appli-

cations, making it an important problem to study in modern radar. Additionally,

typical active SAR image reconstruction methods do not take into account the pres-

ence of moving targets. In the reconstructed images, the moving targets appear

smeared and mislocated from their true position. Since many targets of interest in

applications such as defense and surveillance are moving, it is important to under-

stand and hopefully correct for these motion artifacts.

The first major section of work deals with an image reconstruction method

for synthetic aperture hitchhiker imaging of ground moving targets. The method

performs image reconstruction and velocity estimation of multiple ground moving

targets using only passive receivers, without knowledge of transmitter location or

waveform. A network of mobile receivers is flown over a scene of interest, received

waveforms are correlated between each pairs of receivers, and images are formed

based on this correlated data. Since the image formation method depends on the

typical time-delay-based information to obtain high resolution, it is assumed that

there are illuminators of opportunity in the environment transmitting waveforms

with high enough bandwidth to obtain good range resolution. A stack of images

is formed over a range of hypothesized velocities, and image entropy is used to

evaluate the degree of focus of each image. The images with the lowest entropy are

the focused images for the corresponding moving target.

Next, we performed a detailed study of two aspects of performance for this

imaging method. Resolution in both image and velocity is analyzed by studying

the phase of the image fidelity operator. Factors such as hitchhiker angle, aper-

ture length, and bandwidth, were identified as being important for the purpose of

maximizing resolution. We then studied the nature of positioning errors of moving

114
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targets due to an incorrect hypothesized velocity. An analytic representation of

these position errors as a function of the error in hypothesized velocity was deter-

mined in the component parallel to the antenna look direction and it’s orthogonal

direction. This work applies to existing backprojection-based SAR algorithms as

well, since many inherently assume a zero hypothesized velocity.

Finally, we look at passive SAR imaging using ultra-narrowband sources of op-

portunity. Since many existing sources of opportunity are in fact ultra-narrowband,

they may not provide sufficient range resolution required in the first method. In

addition to availability, ultra-narrowband waveforms have inherent advantages over

conventional wideband waveforms, such as cheaper transmitters and potential space-

based applications. Doppler hitchhiker imaging of ground moving targets takes

advantage of the long signal duration and high Doppler resolution nature of ultra-

narrowband sources of opportunity by backprojecting to high resolution iso-Doppler

contours instead of the iso-range contours. We develop an image reconstruction

method analogous to the wideband hitchhiker method in Chapter 3, where the

received signals are correlated between pairs of receivers, and focused images are

formed by using a hypothesized velocity for backprojection.

In ground moving target imaging, clutter is always an important problem to

consider, and in addition, the entropy-based velocity estimation methods presented

here need some degree of clutter suppression. We showed how the displaced phase

center antenna (DPCA) and along-track interferometry (ATI) clutter suppression

methods can be applied to the ultra-narrowband case (Doppler-SAR), and com-

pared the nature of the phase relationship between the two channels in the ultra-

narrowband case to the conventional SAR case. We show how in conventional SAR,

the phase shift between the two channels is a range-rate multiplied by the time

delay, while in the Doppler-SAR case, the phase shift is a Doppler-rate multiplied

by a time delay.

Passive radar is an incredibly popular topic with many important applications,

and the work presented in this thesis opens up the door to many more potential prob-

lems of interest. One interesting problem would be the application of the position

error analysis to velocity estimation. The smearing of a moving target is caused
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by a growing position error over the course of the synthetic aperture. Knowing the

nature of these position errors, as we have described in this work, may allow one to

estimate target velocities directly from one or more images of different hypothesized

velocities. Another area of future work would be analyzing the performance of the

image reconstruction methods in other ways. An analysis of the relationship be-

tween image entropy and incorrect hypothesized velocity may yield more accurate

and more efficient approaches for both image reconstruction and velocity estima-

tion. Additionally, the sensitivity of other parameters, in addition to hypothesized

velocity, could be analyzed. Antenna position, ground topography, and waveform

synchronization are some examples of these parameters that may cause deterioration

in the final image if they are not accounted for. Finally, more complex approaches

may be taken to handle some of the more complex problems that arise in realistic

scenarios. For example, polarimetry may provide important information about the

nature of the moving target as well as handle issues with angular dependence arising

from the large network of receivers used in some of these methods.
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APPENDIX A

Derivation of the Iso-Doppler Contours

The iso-Doppler contours are represented by the set of points (x,v) that statisfy

∂sRij(x, s) + ∂sBij(x,v, s) = CD, (A.1)

where CD is a constant.

Differentiating the Rij(x, s) and Bij(x,v, s) terms with respect to s yields

− γ̇i(s) · ̂(x− γi(s)) + γ̇j(s) · ̂(x− γj(s))

+
1

|x− γi(s)|
[
(x− γi(s)) · v − γ̇i(s) · vs

− ( ̂(x− γi(s)) · vs)(−γ̇i(s) · ̂(x− γi(s)))
]

− 1

|x− γj(s)|
[
(x− γj(s)) · v − γ̇j(s) · vs

− ( ̂(x− γj(s)) · vs)(−γ̇j(s) · ̂(x− γj(s)))
]

= ̂(x− γi(s)) · (v − γ̇i(s))− ̂(x− γj(s)) · (v − γ̇j(s))

+
−γ̇i(s) · vs− ( ̂(x− γi(s)) · vs)(−γ̇i(s) · ̂(x− γi(s)))

|x− γi(s)|

− −γ̇j(s) · vs− ( ̂(x− γj(s)) · vs)(−γ̇j(s) · ̂(x− γj(s)))
|x− γj(s)|

= ̂(x− γi(s)) · (v − γ̇i(s))− ̂(x− γj(s)) · (v − γ̇j(s))

− γ̇i(s)s

|x− γi(s)|
·
[
v − ̂(x− γi(s))( ̂(x− γi(s)) · v)

]
+

γ̇j(s)s

|x− γj(s)|
·
[
v − ̂(x− γj(s))( ̂(x− γj(s)) · v)

]
.

(A.2)

We then define the v⊥ vectors as

v⊥i = v − ̂(x− γi(s))[ ̂(x− γi(s)) · v] (A.3)

v⊥j = v − ̂(x− γj(s))[ ̂(x− γj(s)) · v] (A.4)
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and substitute into the derivative computed in (A.2) to obtain

CD = ̂(x− γi(s)) · (v − γ̇i(s))− ̂(x− γj(s)) · (v − γ̇j(s))

− γ̇i(s)s

|x− γi(s)|
· v⊥i +

γ̇j(s)s

|x− γj(s)|
· v⊥j .

(A.5)

Ξ filter:

−Dψ(z) · [ ̂(z− γi(s))− ̂(z− γj(s))]

−
Dψ(z) ·

[
v − ̂(z− γi(s))[ ̂(z− γi(s)) · v]

]
s+ ∂2

zψ(z) · v(ψ(z)− γ3
i (s))s

|z− γi(s)|

+
Dψ(z) ·

[
v − ̂(z− γj(s))[ ̂(z− γj(s)) · v]

]
s+ ∂2

zψ(z) · v(ψ(z)− γ3
j (s))s

|z− γj(s)|

(A.6)



APPENDIX B

Derivation of the Ξij vector

To derive the Ξij vector, we let

Ξij(s,x
′,v) = ∇x[−Rij(x, s)−Bij(x,v, s)]|x=x′ . (B.1)

The gradient of the first term is equivalent to the result in [41] and is found to be

∇xRij(x, s) = ∇x[|x− γi(s)| − |x− γj(s)|]

= Dψ(x)[ ̂(x− γi(s))− ̂(x− γj(s))]
(B.2)

where

Dψ(x) =

1 0 ∂ψ(x)/∂x1

0 1 ∂ψ(x)/∂x2

 (B.3)

The gradient of the second term containing the moving target motion is found by

computing the gradient of each term:

∇x[ ̂(x− γi(s)) · vs] = ∇x
[

(x− γi(s)) · vs
|x− γi(s)|

]
=
∇x[(x− γi(s)) · vs]−∇x|x− γi(s)|[(x− γi(s)) · vs]

|x− γi(s)|2

=
∇x[(x− γi(s)) · vs]−Dψ(x) ̂(x− γi(s))[(x− γi(s)) · vs]

|x− γi(s)|2

(B.4)

Note that the velocity vector is of the form

v = [v1, v2,∇xψ(x) · v], (B.5)
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so we can find the gradient of the first term in (B.4) as

∇x[(x− γi(s)) · vs] = ∇x[(x1 − γ1
i (s))v1 + (x2 − γ2

i (s))v2

+ (x3 − γ3
i (s))∇xψ(x) · v]s

=

v1 + ∂x1ψ(x)v3s

v2 + ∂x2ψ(x)v3s


+

 ∂2

∂2x1

∂2

∂x1∂x2

∂2

∂x1∂x2

∂2

∂2x2

ψ(x) ·

v1

v2

 · (ψ(x)− γ3
i (s))]s

= Dψ(x)vs+ ∂2
xψ(x) · v(ψ(x)− γ3

i (s))s,

(B.6)

where

∂2
x′ =

 ∂2/∂x′21 ∂2/∂x′1x
′
2

∂2/∂x′2x
′
1 ∂2/∂x′22

 . (B.7)

Plugging this result back into (B.4) we obtain

∇x[ ̂(x− γi(s)) · vs] =
∇x[(x− γi(s)) · vs]−Dψ(x) ̂(x− γi(s))[(x− γi(s)) · vs]

|x− γi(s)|2

=
Dψ(x)vs+ ∂2

xψ(x) · v(ψ(x)− γ3
i (s))s

|x− γi(s)|2

− Dψ(x) ̂(x− γi(s))[(x− γi(s)) · vs]
|x− γi(s)|2

.

(B.8)

We obtain the final form of the Ξij vector after normalizing with the range, substi-

tuting in the v⊥i , repeating the steps with the j receiver, and finally substituting x′

for x:

Ξij(s,x
′,v) =−Dψ(x′) · [ ̂(x′ − γi(s))− ̂(x′ − γj(s))]

− Dψ(x′) · v⊥i s+ ∂2
x′ψ(x′) · v(ψ(x′)− γ3

i (s))s

|x′ − γi(s)|

+
Dψ(x′) · v⊥j s+ ∂2

x′ψ(x′) · v(ψ(x′)− γ3
j (s))s

|x′ − γj(s)|

(B.9)



APPENDIX C

Derivation of the Position Error

We now make the following Taylor series approximations about ε = 0 and write

ϕij(x
′ + ∆x′,v + ε∆v, s) ≈ ϕij(x

′,v, s)

+ ε∂εϕij(x
′,v + ε∆v, s)|ε=0 + ∆x′ · ∇x′ϕij(x

′,v, s),

(C.1)

ϕ̇ij(x
′ + ∆x′,v + ε∆v, s) ≈ ϕ̇ij(x

′,v, s)

+ ε∂εϕ̇ij(x
′,v + ε∆v, s)|ε=0 + ∆x′ · ∇x′ϕ̇ij(x

′,v, s).

(C.2)

Using equations (4.32), (4.33), (4.35), and (4.36) in (C.1) and (C.2) we have:

ε∂εϕij(x
′,v + ε∆v, s)|ε=0 + ∆x′ · ∇x′ϕij(x

′,v, s) = 0, (C.3)

ε∂εϕ̇ij(x
′,v + ε∆v, s)|ε=0 + ∆x′ · ∇x′ϕ̇ij(x

′,v, s) = 0. (C.4)

We now derive the relationship for the position and velocity errors for (C.3).

The derivative with respect to ε can be found as

∂εϕij(x
′,v + ε∆v, s)|ε=0 = ∂ε[Rij(x

′, s) + Lij(x
′, s) · (v + ε∆v)s]|ε=0

= Lij(x
′, s) ·∆vs

(C.5)

where Lij(x
′, s) is the hitchhiker look direction component in Bij(x

′, s):

Lij(x
′, s) = [ ̂(x′ − γi(s))− ̂(x′ − γj(s))]. (C.6)

The gradient with respect to x′ is Ξij(x
′,v, s), found in (4.16). Plugging these

relationships back into (C.3), we obtain

Lij(x
′, s) ·∆vsε = −Ξij(x

′,v, s) ·∆x′. (C.7)
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This equation describes one of the two sets of solutions for the position error. To

fully understand the nature of this error, we must also solve the equation deriving

the second set of conditions for the critical set of the phase, shown in (4.33).

We now derive the error relationship for (C.4). The first step is to start with

the slow-time derivative of the phase ϕ̇ij(x
′,v, s) as

ϕ̇ij(x
′,v, s) = ∂sRij(x

′, s) + ∂sBij(x
′,v, s)

= −γ̇i(s) · ̂(x′ − γi(s)) + γ̇j(s) · ̂(x′ − γj(s))

+
1

|x′ − γi(s)|
[
(x′ − γi(s)) · v − γ̇i(s) · vs

− ( ̂(x′ − γi(s)) · vs)(−γ̇i(s) · ̂(x′ − γi(s)))
]

− 1

|x′ − γj(s)|
[
(x′ − γj(s)) · v − γ̇j(s) · vs

− ( ̂(x′ − γj(s)) · vs)(−γ̇j(s) · ̂(x′ − γj(s)))
]

= ̂(x′ − γi(s)) · (v − γ̇i(s))− ̂(x′ − γj(s)) · (v − γ̇j(s))

+
−γ̇i(s) · vs− ( ̂(x′ − γi(s)) · vs)(−γ̇i(s) · ̂(x′ − γi(s)))

|x′ − γi(s)|

− −γ̇j(s) · vs− ( ̂(x′ − γj(s)) · vs)(−γ̇j(s) · ̂(x′ − γj(s)))
|x′ − γj(s)|

(C.8)

The next step is to find the derivative with respect to ε, ∂εϕ̇ij(x
′,v + ε∆v, s):

∂εϕ̇ij(x
′,v + ε∆v, s) = ̂(x′ − γi(s)) ·∆v − ̂(x′ − γj(s)) ·∆v

+
−γ̇i(s) ·∆vs− ( ̂(x′ − γi(s)) ·∆vs)(−γ̇i(s) · ̂(x′ − γi(s)))

|x′ − γi(s)|

− −γ̇j(s) ·∆vs− ( ̂(x′ − γj(s)) ·∆vs)(−γ̇j(s) · ̂(x′ − γj(s)))
|x′ − γj(s)|

(C.9)

and the gradient with respect to x′, ∇x′ϕ̇ij(x
′,v, s):

∇x′ϕ̇ij(x
′,v, s) = ∇x′∂sϕij(x

′,v, s)

= Ξ̇ij(x
′,v, s).

(C.10)
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The relationship can now be written as

ε∂εϕ̇ij(x
′,v + ε∆v, s) = −∇x′ϕ̇ij(x

′,v, s) ·∆x′ (C.11)

−Ξ̇ij(x
′,v, s) ·∆x′ = Lij(x

′, s) ·∆vε

+
−γ̇i(s) ·∆vsε− ( ̂(x′ − γi(s)) ·∆vsε)(−γ̇i(s) · ̂(x′ − γi(s)))

|x′ − γi(s)|

− −γ̇j(s) ·∆vsε− ( ̂(x′ − γj(s)) ·∆vsε)(−γ̇j(s) · ̂(x′ − γj(s)))
|x′ − γj(s)|

= Lij(x
′, s) ·∆vε−

[
γ̇⊥i (s)

|x′ − γi(s)|
−

γ̇⊥j (s)

|x′ − γj(s)|

]
·∆vsε

= Lij(x
′, s) ·∆vε− L̇ij(x

′, s) ·∆vsε

(C.12)

where Lij(x
′, s) is the hitchhiker look direction component in Bij(x

′, s):

Lij(x
′, s) = [ ̂(x′ − γi(s))− ̂(x′ − γj(s))] (C.13)

and

γ̇⊥i (s) = γ̇i(s)− ̂(x′ − γi(s))[γ̇i(s) · ̂(x′ − γi(s))] (C.14)

γ̇⊥j (s) = γ̇j(s)− ̂(x′ − γj(s))[γ̇j(s) · ̂(x′ − γj(s))]. (C.15)


