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Abstract— In this paper we focus on characterizing the average the degree of locality of traffic. The primary purpose of tstisdy
end-to-end delay and maximum achievable per-node throughput in s not to accurately predict the performance of standartbpods
random access multihop wireless ad hoc networks with stationary (like IEEE 802.11 MAC) but to gain insights into the queuing

nodes. We present an analytical model that takes into account ¢ del d hievable th hout | d itih
number of nodes, the random packet arrival process, the exte élays and achievable throughput in random access muitinop

of locality of traffic, and the back off and collision avoidance Wireless ad hoc networks.
mechanisms of random access MAC. We model random access Several studies have focused on finding the maximum achiev-

multihop wireless networks as open G/G/1 queuing networks and ahle throughput and characterizing capacity-delay tréisién
use diffusion approximation to evaluate closed form expressions wireless ad hoc networks [5], [8], [4], [9]. In [5] it is shown

for the average end-to-end delay. The mean service time of nodesth tf irel work with, stati d th
is derived and used to obtain the maximum achievable per-node \at T0r @ WIrEless network witin_stationary nodes, the per-

throughput. The analytical results obtained here from the queuiy node capacity scales &(IW//nlogn). In [8], the authors use
network analysis are discussed with regard to similarities and simulations in order to study the dependence of per-nodaciigp

differences from the well established information-theoretic reslts  on IEEE 802.11 MAC interactions and traffic pattern for vago
on throughput and delay scaling laws in ad hoc networks. We y,,5)0gies like single cell, chain, uniform lattice and dam

also investigate the extent of deviation of delay and achievable twork. A timate of th . f h it
throughput in a real world network from the analytical results ~NEWOrK. An estimate of th€ expressions for one-hop capac

presented in this paper. We perform extensive simulations and véfiy ~and upper bound of per-node throughput is obtained using the
that the analytical results closely match the results obtained from simulation results.

simulations. In [4], the authors characterize the delay-throughputeioés
in wireless networks with stationary and mobile nodes. It is
shown that for a network with stationary nodes, the average
delay and throughput are related B(n) = ©(nT(n)), where

A multihop wireless ad hoc network is a collection of node®(n) andT'(n) are the average end-to-end delay and throughput
that communicate with each other without any established irespectively. However the delay is defined as the time taken b
frastructure or centralized control. The transmission goef a a packet to reach the destinatiafter it has left the source
node is limited, thus the packets may have to be forwarded Biso, according to the network model, the packet size scales
several intermediate nodes before they reach their déistisaSo with throughput. Under these assumptions the delay is gimpl
each node may be a source, destination and relay. The vérelpoportional to the average number of hops between a source
medium is shared and scarce, therefore ad hoc networksreeqdestination pair.i.e. in their model, there is no delay due to
an efficient MAC protocol [1]. Since ad hoc networks lackjueuing If, more realistically, the packet size is assumed to be
infrastructure and centralized control, the MAC protodalsad constant and the delay is defined as time taken by a packet to
hoc networks should be distributed, and thus random accé€3 Mreach the destinatioafter its arrival/generation at the source
protocols, e.g. MACA [6] and MACAW [1], have been proposedhere would be queuing delays at the source and intermediate
The delay and throughput of wireless ad hoc networks depemodes.
on the number of nodes, transmission range of the nodef¢traf Several recent studies have proposed queuing models for per
pattern and the behavior of the MAC protocol [5], [4]. formance evaluation of the IEEE 802.11 MAC. A finite queuing

In this paper we investigate how the end-to-end delay anmtbdel is proposed and used in [14] for evaluating the packet
throughput in a random access MAC based multihop wirelelsocking probability and MAC queuing delays in a Basic Seevi
network with stationary nodes depend on the number of nod&gt with N nodes. A queuing model for performance evaluation
transmission range and traffic pattern. We propose a queudfglEEE 802.11 MAC based WLAN in the presence of HTTP
network model. The queuing network model proposed in thisaffic is proposed in [10]. In [11] the service time of a node,
paper is unique in that it allows us to derive closed form egpr IEEE 802.11 MAC based wireless ad hoc network, is modeled
sions for the average end-to-end delay and maximum achéevads a Markov modulated general arrival process. The regultin
throughput. The packet delay is defined as the time taken byV&MMGI/1/K queuing model is used for delay analysis over a
packet to reach its destination node after it is generatée Tsingle hopin the network. An analytical model for evaluating
average end-to-end delay is the expectation of the packay declosed form expression for the average queuing delay aver
over all packets and all possible network topologies. Oathesis single hopin IEEE 802.11 based wireless networks is presented
takes into account the queuing delays at source and intéateedin [13]. In [12], the authors use a queuing theoretic appndac
nodes. The packets are assumed to have a fixed size and randafar to calculate the mean packet delay, maximum throughpu
arrival process. Moreover we also characterize how theageer and collision probability for an elementary four node netwo
end-to-end delay and maximum achievable throughput vatty wivith hidden nodes and extend the results litwear wireless

. INTRODUCTION



networks. It is worth noting that none of the prior works [14]The utilization factor of stationi, denoted byp;, is given by
[10], [11], [13], [12] extends to a generdivo dimensional b = Aifmi @)

wireless network he squared coefficient of variance of the inter-arrivaletiat a
. . : : u ici vari inter-arrivaleti
We propose a detailed analytic model for multihop W'rele%ationi, denoted by, is approximated using

ad hoc networks based on open G/G/1 queuing networks. We
first evaluate the mean and second moment of service time over
a single hop by taking into account the back off and collision

avoidance mechanisms of IEEE 802.11 MAC. We then use the

. . . . . . B 2 A 2 :
diffusion approximation for solving open queuing netwoiks Wheréch, = ci by convention. o ,
order to derive closed form expression for the average end-t According to the diffusion approximation, the approximate

end packet delay. Using the average service time of the mdes_expression for the probability that the number of packetdatton

obtain an expression for the achievable throughput. Weeptes® €auaisk, denoted byf;(k), is
detailed discussions on how the maximum achievable thimutgh {1 — o E—=0
obtained from our queuing analysis compares with the pdeno (k) = C k1
information theoretic capacity of Gupta-Kumar's model.eTh pi(l = pi)p; k>0
analytical results are verified against extensive simuatiand where

numerical computations. R 2(1 — p;)

The rest of the paper is organized as follows. In Section II pi = &P (‘m)
we briefly describe the well known diffusion approximatiar f
solving open G/G/1 queuing networks. Detailed descriptién
the network model is presented in Section lll. The delay and K = pi/(1—pi) @)
throughput analysis of multihop wireless networks is pnése
in Section IV. Comments and discussions on the analyticallte
is presented in Section V. The comparison of the analytiodl a

simulation results is presented in Section VI. Finally wegant
concluding remarks in Section VII. In this section we develop a queuing network model for multi-

hop wireless networks and derive expressions for the pdaesme
of the model.
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The mean number of packets at a statipdenoted byk;, is

I1l. QUEUING NETWORK MODEL

Il. DIFFUSIONAPPROXIMATION METHOD

The diffusion approximation [3] can be used for solving aA. The network model

open G/G/1 queuing network provided that all the nodes in theTnhe network consists of+1 nodes, numberetito n-+1, that
network are single server with first-come first-serve (FC88) ¢ istributed uniformly and independently over a torusimit
vice strategy. The advantage of using the diffusion appneion 564 \We assume a torus area in order to avoid complications
in this work is that it allows us to obtain closed form expiess i, ihe analysis caused by edge effects. Each node is assumec
for the average end-to-end delay. o to have an equal transmission range, denoted-(a). Let r;;

In this section we briefly describe how the diffusion approxijenote the distance between nodesnd j. Nodesi and j are
mation is used to solve an open G/G/1 queuing network. (Pleagid to beneighborsif they can directly communicate with each
see [3] for details). Suppose we have an open queuing netwgfer, j.e. ifr,; < r(n). Let N(i) denote the set of nodes that
with n service stations, numbered frointo n. The external are neighbors of nodé All the neighbors of a node lie on a disc
arrival of a packet is a renewal process with an average-intgf 5req A(n) = 7r(n)? centered at the node. The ardén) is
arrival time of 1/A ‘and the coefficient of variance of inter-termed thecommunication area’of a node. The communication
arrival time equals’. The mean and coefficient of vanance Ohrea is chosen such that the network is connected whichessur
the service time at a station are denoted byl/u; and ci;,  that N(i) # ¢ V i. The transmission rate of each node eqiEls
respectively. o _ o bits/second.

The visit ratio of a station in a queuing network is defined as e use a special case of the Protocol Model of interference
the average number of times a packet is forwarded by (i.@Syis described in [5]. If node transmits to nodg then the transmis-
the station. The visit ratio of statiof) denoted by;, is given by  sjon will be successful only if (iy:; < r(n) and (i) rg; > r(n)

j=n for every nodek # i, j that transmits simultaneously with node
e; = poi(n)+ iji(n) -e; (1) 4. In other v_vorc_js, nod_e' can successfully transmit a pack_et to
j=1 nodej only if i is a neighbor ofj and no other neighbor of is

wherepy; denotes the probability that a packet enters the queuiH
network from statiort andp;; denotes the the probability that a~
packet is relayed to statiarafter completing its service at station

J

a(;wsmitting concurrently with. (This is equivalent to setting
in the Protocol Model in [5]).

The traffic model for the network may be described as follows.
Each node in the network could be a source, destination and/o
relay of packets. Each node generates packets with\rgteck-
ets/sec. The delay analysis is possible for any packet gtoer
process as long as the mean and SCV of packet inter arrival
time is known. For the sake of simplicity, we assume in our
model that the packet generation process at each node is an
i.i.d. Poisson process. The size of each packet is constaht a
Ai = et (2) equalsL bits. When a node receives a packet from any of its

There are two sources of packet arrivals at a station: thiegpac
that are generated at the station and the packets that araréted
to the station by other neighboring stations. The resuléiniyal
rate is termed theffective arrival rateat a station. The effective
arrival rate at statiord, denoted by)\;, is given by



instances of the topologies are similar to the visit ratiosl a
o forwarding probabilities of an average topology where each
@ié@ node has a number of neighbors equal to the average case.
Thus, as a result of these two lemmas, one may derive the
remaining set of model parameters (effective packet drratz
and number of packets traversed) by considering the average

(a) Representation of multihofb) Representation of a node of multihop case topology. Applying these results in the diffusion maodé
wireless ad hoc network as wireless ad hoc network as a station in

OJ Address |12 - NA FeFs |||
O/ Classifier ( : ) ™ Queus
o A

Packets absorbed  ackets generated

queuing network. the queuing network. provide express_ions for the average end to end delay, defined
as the expectation of the packet delay over all packets dnd al
Fig. 1. Queuing network model for multihop wireless ad hoc oekw possible network topology instances.
Lemma 3:The effective packet arrival rate at a nagleenoted
by \;, is

neighbors, it either forwards the packet to its neighborth wi
probability (1—p(n)) or absorbs the packet with probabilityn).
The probabilityp(n) is referred to as “absorption probability”. . A Th g ber of h db )
In other words, the absorption probability is the probapithat emma 4. The expected number of hops traversed by a packet
a node is the destination of a packet given that the node }paegween its source and destination, denoted, iy

received the packet from its neighbors. When a node forwards s=1/p(n) 1y

a packet, each of its neighbors is equally likely to receive t
packet. The advantage of such a model is that we can con&ol th
locality of the traffic by varying the parametg(n). The traffic

Ai = A/p(n) (10)

Notice that the average queuing delay depends on the service
time distribution of the nodes, which in turn depends on th&avi

IS hlghly Iocah;ed 'fp(n.) IS Ie}rge wh|l'e a small vg[ue %(n) protocol used by the nodes. This is the focus of the following
implies unlocalized traffic. This helps in characterizihg effect section

of the locality of the traffic on the average delay and maximum
achievable throughput.

We assume that each node in the network has infinite buffers
which means that no packets are dropped in the network. Thdn this section we first present a model for a random access
packets are served by the nodes on first come first serve bastdAC that accounts for the back off and collision avoidance

Multihop wireless ad hoc networks can be modeled as a quégechanisms of IEEE 802.11 MAC. We then present the delay
ing network as shown in Figure 1(a). The stations of the qugeuianalysis of multihop wireless ad hoc networks by integgatin
network correspond to the nodes of the wireless network. TH® MAC model with the queuing network model developed in
forwarding probabilities in the queuing network, denotgdply, ~ Section III.
correspond to the probability that a packet that is trartschiby
nodes: enters nodeg’s queue. Figure 1(b) shows a representatioy. The MAC model

?;t?vor:ide in the ad hoc network as a station in the queumgl) Interfering neighbors:Two nodes are said to beterfering

h et d delay f ket s th ‘1 eighborsif they lie within a distance oRr(n) of each other.
€ end-lo-end delay for a packet equais the sum of Bgq 4 ,nsmission of a node would be successful if none of the

IV. QUEUING ANALYSIS

mediate nodes. We will use the queuing network model sho

L ! : des may successfully transmit at the same time if they a@re n
in Figures 1(a) and 1(b) in order to mathematically analye tinterfering neighbors of each other. The definition of ifgeng
end-to-end delay.

neighbors is similar to the definition given in [5].
2) The random access MAC moddefore transmitting each

B. Parameters of the queuing network model packet the nodes count down a random back-off timer. The
In this section we derive expressions for the parameters difration of the timer is exponentially distributed with melg/¢.

the queuing network model of multihop wireless networkse ThAs in IEEE 802.11, the timer of a node freezes each time an

detailed proofs of the Lemmas stated below may be found in [2}terfering neighbor starts transmitting a packet. Whenlthek
Lemma 1:The expectetl probability that a packet is for- off timer of a node expires, it starts transmitting the packel the

warded from node to nodej, denoted byp;;(n), is back off timers of all its interfering neighbors are immedig
o L0 (1 (1~ A(m)™) i frozen. The timers o_f the interfering neighbors are resuramad_
pij(n) = 0 i=j ® soon as the transmission of the packet is complete. The time

required to transmit a packet from a node to its neighbor is
~ Lemma 2:The expected visit ratio of node denoted bye;, L/W+T,, whereT, is the time required for the exchange of RTS,
is given by CTS and ACK packets. We assume tligtis negligible compared
_ 1 v ©) to L/W, so in our analysis we assume that the time required to
(n+1)p(n) transmit a packet i€/W. The model is mathematically tractable
when (1 — A(n))" — 0, i.e. whenA(n) is chosen such that the@nd at the same time captures the behavior of IEEE 802.11 MAC

network is connected with high probability. protocol.
Lemmas 1 and 2 (equations 8-9) indicate that the nodes visit
ratio and the forwarding probabilities averaged over aigiiole B. Delay analysis

€i

LAl expected values in this paper are the expectation over all packets and alblpossi With the help of the fOHOWIng three Lgmm_as we determme the
network topologies. mean and second moments of the service time of nodes using the



random access MAC model. The proofs of the Lemmas may bBy Lemmas 1 and 2 the average delay at each node is the
found in [2]. We then present the result for end-to-end détay same. Thus the average end-to-end delay equals the profluct o
multihop wireless networks. the average number of hops traversed by a packet and thegavera

Lemma 5:Let H; denote the number of interfering neighborslelay at each node. Hend&(n) = 5- D; which leads to (22).m
of a nodei. Then
E[H;] = 4nA(n) (12)

E[H}] = 4nA(n)(1 + 4(n — 1)A(n)) (I3) €. Maximum achievable throughput

where A(n) = 7 - r(n). . _ . The maximum achievable throughputienoted byA,az, iS
Lemma 6:Let M/; denote the number of interfering nelghbor(fiefined as the maximum packet arrival rate at each node for
of a nodei that have at least one packet to transmit. Then un Chi e
steady state, which the average end-to-end delay remains finite. If thekgtac
E[M;] = pAnA(n) (14) arrival rate exceeds\,, .., the delay will become unbounded.
The following corollary, that follows from Theorem 1, yialda

E[M?] = p% - 4nA(n)(1 +4(n — 1)A 1 — p)pdnA 15
M) = 7 - dnd(n)(1+4(n — AR + (1= plpdndln) (9 relationship between the maximum achievable throughpdittae

wherep is the utilization factor of the nodes. network parameters.
Lemma 7:Let Z, denote the number of times the timer of a Corollary 2: For a multihop wireless network the maximum
nodei is frozen before its expiration. Then achievable throughpw,, .. is
E[Zl]iél - pnA(n) (16) Aas = p(n) 23)
Theorem 1:Let X; and X? denote the mean and second i FAnA(n) 3

moment of service time of a packet by a naddhen Also from (23), Apas = 0 (1/5nA(n)).

X = B[X)] = ¢t _ a7 Corollary 2 directly follows fromp; = \; X; < 1.
1-— 4nA(n)/\iW
X7 B4 am 4 om?) L eeman Ll 2 g V. DISCUSSIONS
i ¢ w2 We €2
wherem = E[M;] (in (14)) andm? = E[M?2] (in (15)). In this section we discuss the implications of the analytica

Proof: The time taken by nodéto serve a packet, denotedresults derived in the last section. We first present a bmieitive
by X, is the sum of three terms: ﬁ[i) the duration of the randoimterpretation of the mean service time followed by a dis@us

back off timer ¢;), (i) the duration for which the timer remains i i i
frozen ¢;L/W), and (iii) the transmission timeL{/W). Thus on the maximum ach|evaple throughput e\./aluatedlln Cor;oIIar.
and how it compares with well known information theoretic

Xi=t; + Zii + L (19) Tresults [5]. We also discuss how our analytical results ¥eogn
w those obtained for a more pragmatic network model.
Taking expectation of both sides we get,
L L 1 L L
B = Bl + BIZ]- g7 + g = g HamA g+ @0 A nterpretation of mean service time
Substitutingp = \; X; and by rearranging, we get (17). We now present a mathematically non-rigorous, but inteijtiv
The proof of (18) may be found in [2]. m derivation of mean service time of a node for the random acces
Corollary 1: The standard deviation of service time of a nodMAC model. This derivation further elucidates the result on
i, denoted by7§(i, is given by service time. Consider a hypothetidséo node networkwhere
) 12 — L1 1 one of the nodes transmits packets to the other node. Botésnod
ox, = gt mE o) +20m+ e+ (21) use the random access MAC model described in IV-A. In this

., scenario there is no contention for the channel and the geera

2 _ 9 . . .
whereo;, =m? —m-. service time of the transmitter would b?Jr % We refer to

The squared coefficient of variance of the service time atia, L as theuncontended service time

node i, denoted byc, is given by o2 /X; . Using (4), the ¢ . : . . ,
squared coefficient of variance of the inter arrival time aode Now consider a node (say nod with m mt.erferm'g ne|g_h-
i, denoted by%;, is given by bors, numbered throughm. The node and its interfering neigh-

bors use the random access MAC model for collision avoidance

n+1 . . .

=14 > (e 1)1 —p(n) _ (2, — 1)(1 — p(n)) Packgts of ;lzeLj bits arrive at a rate ofy; packets/second
Pl n at neighborj. From the point of view of nodd, the channel

is available when no other interfering neighbor is transngt

Under steady state, the fraction of time that the channel is

With the knowledge of?;, c%, andp, we can find the parameter

p as gen in (6). available to nodd is 1 o (Ly/W). So the service time
Theorem 2:For the random access MAC model the averal k=1 YRR L

end-to-end delay in a multihop wireless network, denoted %?, node0 would be the uncontended service time scaled by the

D(n), is given by fraction of time the channel is ave/liglabl%t/o noteHence the
_ Pi ; : 1/é+Lo
D(n) = a5 (22) service time of node) equals =S o (T /W) We refer to

> ore, ai(Lg/W) as thecontention term

Proof: Let D; denote the average delay at a node Ina@ multihop wireless networky is analogous to the number
According to Little's Law,D; = K; /\;, whereK; is the average Of interfering neighbors and; = \;, L; = L V j. The expected
number of packets in the queue of nodeSubstitutingk; from Vvalue of the contention term (or the fraction of time the atelns

(7) we get not available to a node) nA(n)); % and therefore the service

D = Ki/Xi = p/(Xi(1 — p)) time of a node equal —47316(;)%\{‘(42/14/)-



B. Implications of maximum achievable throughput result delay and maximum achievable throughput in real world negte/o

The result of Corollary 2 re-emphasizes the importance gfviate from our analytical results.
creases with decrease ifn). However ifr(n) is too small then Model where a node transmits as soon as its transmit timeesxp
the network would become disconnected. According to [7@, tfRnd the interfering neighbors freeze their timers only witesy
network is asymptotically connected fofn) = w(y/logn/n). Se€nse the transmission. For such a MAC, the transmissioads n

So for a connected network(n) = w(logn/n) and Ap., = ¢ May collide with the transmission of an interfering neighbo
o( = p((n))(L/W)) o if the difference between the time instances when the tridnsm
c+4log(n )

Another interesting observation is the dependence\gf. timers of nodei and that of the interfering neighbor expire is
on the traffic pattern\,.., is directly proportional top(n). less than the propagation delay between the nodesd denote
From (11), the expected number of hops traversed by a pacm propagation delay between nadend its interfering neighbor

equalsl /p(n). Thus another way of interpreting the result is thafat has a packet to send, then the probability that thertraséon
Amas is inversely proportional to the expected number of hof¥ ! does not collide with that of the interfering neighbor egual
between a source-destination pair. e~ 24, Since the interfering neighbors are located within twoshop

We further investigate how our result on the maximum achie@f N0dei, d < 2r/c = 4, wherec is velocity of electromagnetic
ves. Thus the probability that the transmission of nbdees

able throughput compares with the result by Gupta-Kumar ra ; X X . : e
throughput capacity. According to the Gupta-Kumar mode, ¢ hot coII2|d5e W|th an mtgrferlng. node§ trans_m|ss,|on is geea
nodes are distributed uniformly and independently overtesp thane” “%. So if nodei has1 interfering neighbors, then the
of unit surface area and each source chooses a random desffPability that a transmission is a success is bounded by
tion. Therefore the expected distance between a sourcehand t P[Success] > e~ 297 (25)
corresponding destination equals the expected distanoebe
two points uniformly and independently distributed on aesgh Let P, denote the expected probability of success, averaged over
Thus the expected distance between a source destinatiobmpa@ll possible topologies, then
Gupta-Kumar’'s model is a constant (i.e. does not vary with (1 26 n (L)
says,, . The transmission range in their modeLis,/logn/n). Poz (1= (1= ) 4A@m)" = 1, (26)
Thus the expected number of hops between a source-destinafine expected number of times a node transmits a packet before
pair in Gupta-Kumar model is(+/n/logn). it is received successfully by its neighbor equel®;. It is easy

In order to compare our results with Gupta-Kumar’s result§ see that the RHS of eqn. (20) is scaled by a factot /af,
we choose our model parameters such that we have comparaiié the mean service time may be evaluated by rearranging the
average number of hops between a source-destination pair g@sulting equation. So for the more practical MAC modelttha
comparable transmission range. In our model if we choogsBows packet collisions, the mean service time is bounded b

p(n) = /logn/n, then the expected number of hops between a 1, L 1, L
source and destination nodesis= 1/p(n) = y/n/logn, which is <X; < (27)

_ . - L
comparable to the Gupta-Kumar model. Alsg) = /log n/n 1= 4nA(m)AL/W P — anA(n)\L/W

or A(n) = mlogn/n makes the transmission range of our mod&the maximum achievable throughput, evaluated usifg; < 1,
comparable to that of the Gupta-Kumar model. So for the modelbounded by

parameters that are comparable to the Gupta-Kumar modgel, th P p(n)
)\(L) s pn

maximum achievable throughput is mar = T 7 < Amaz < 7 pl) = Anae
Z+W+47LA(TL)W £ + 35 +4nA(n) 3
1w (28)
_ In UnlognL
Amaz = T — (29 The dependence of."),, the lower bound of\,,.., on the rate

I+ 47l 7? L/W . . . . . . .
cs (/W) of transmit timer,¢, is particularly interesting. Ag increases,

O Anaz = o(W/y/nlogn). both P and 1/¢ terms in the denominator decrease. Thus
The above discussion implies that for the similar values @here is a tradeoff in choosing the rate of the transmit timar
parameters of the network model we get a bound similar to thgyh ¢ leads to lower waiting time before transmission but leads

Gupta-Kumar's bound on throughput capacity, but for our etodio higher probability of packet collision. Le&t* be the optimal
the bound is not achievable. The reason for the bound nogbejiue of ¢ that maximizes the lower bound of,,... Equating

achievable is that in our model we consider a random access M&‘A%z/dg to 0 yields that¢* satisfies the following relation
protocol rather than a perfect deterministic schedulingusTthe N

bound is not achievable because some amount of channelityapac (b(n)€*> +€)e > 1 (29)
is wasted by the nodes during contention for the channel. (1-4A(n)(1 —e=2¢79))  8nA(n)d

where b(n) = L/W + 4nA(n)L/W. Closed form expression

C. Comparison with de|ay and throughput in real networks for £&* cannot be evaluated from the above relation. However

. . —25*(5 ~ . .-
The analytical model in this paper is kept reasonably simpl?é{ approximatinge ~ 1 (high probability of success) and

so that it is possible to obtain closed form expressions é&ayd solving the resulting quadratic equation we get
and throughput. In particular our MAC model does not take int 1 1 (1+ 4nA(n))L

account packet collisions and our routing model is randortk wa §* ~ LW 1+ dnA(n) TonAMWS 1] (30)

of packets over the network. Thus our model deviates from the

real world scenarios where the packets collide due to rand@m expected¢* decreases with increase in the expected number
access MAC and the packets are routed along fixed pathsetictadf interfering neighbors, packet transmission time andaga-

by routing protocols. In this subsection we discuss how ntheh tion delay.
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Fig. 2. Comparison of the analytical results with simulatiesuits.

2) Effect of deterministic routingin the routing model used VII. CONCLUSION AND FUTURE WORK

in this paper, a node forwards a packet to any of its neighbortne characterization of capacity and delay in ad hoc netsvork
with equal probability which spreads the traffic evenly tilgbout a5 peen the focus of considerable research. However tapaci
the network. On the other hand, a deterministic routingqmok anq delay of networks based on random access MAC, like IEEE
routes each packet belonging to a particular flow (typicalyp2 11, have not been substantially studied. In this papepne-
identified by a source-destination pair) along a determinf®th, sented delay analysis of random access MAC multinop wiseles
determined using some goodness metric. This may lead to fif noc networks. We derived closed form expressions for the
unfortunate situation where large number of flows pass titrau average end-to-end delay and maximum achievable throtighpu
few nodes that are perceived by the protocol to have goodspail)e showed that, for comparable network parameters, theruppe
to many destinations. This leads to creation of routingleo#tcks pound on maximum achievable throughput is of the same osder a
leading to large queuing delays at intermediate nodes afehi the Gupta-Kumar's bound. However for the random access MAC
end-to-end delays. (Several protocols have been desigmedb pound is not achievable. The analytical results arefiegri
particulary avoid this by routing around congested areasd afking simulations.
hence achieving load balancing.) In this case, (22) can®@&ed  The results and framework presented in this paper leads to
as a lower bound on the average end-to-end delay in netwogggeral venues for future research. Our current direcfiariade
with deterministic routing. the delay analysis and characterization of the maximumesehi
able throughput for hierarchical networks, many to one comm
VI. SIMULATIONS nication scenarios, wireless networks with sleeping noales

In this section we compare the simulation results with th#ireless networks with other medium access control aligorst
analytical results. The aim of the comparison is to verifg th
validity of the assumptions made in our analysis and theracgu REFERENCES
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