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Abstract

In this paper, we introduce a new technique for camera self-calibration using ellipse correspondences. Based on an analysis of ellipse matches between the images obtained from the same viewpoint but with different and unknown view directions, our approach estimates the intrinsic camera parameters. We present both linear and non-linear solutions to recovering intrinsic camera parameters. The algorithm's performance is validated extensively using both synthetic and real image data. Compared with similar techniques but using points, we observe a comparable performance. The use of ellipses, however, greatly simplifies feature matching between images, improves matching accuracy, and avoids mismatch.

1 Introduction

Camera calibration is an essential step for many robotics applications. It allows to extract metric information from 2D images. The purpose of camera calibration is to estimate the camera internal parameters including focal length, principle points, and scale factors.

Calibration methods used nowadays can be generally categorized into two classes ([21]): the traditional test-field calibration and the new self-calibration. Test-field calibration approach determines the camera parameters using a set of control geometric entities in both 2D and 3D. The entities may include points [15, 22, 18, 6], lines[7], ellipses[10] or a combination of different types of geometric entities [10]. The challenge with the traditional camera calibration approach is that it requires that the calibration object in 3D space is known with very good precision. This may not be feasible for certain applications. For example, for space applications such as the Mars-Rover it might be inconvenient or even impossible to carry with it such a calibration apparatus [23]. This has led to the recent development in self camera calibration.

In contrast with the traditional camera calibration, self camera calibration does not need 3D information of the calibration object. Camera parameters are estimated using multiple images of the calibration object from different viewpoints and/or view orientations. The idea with camera self-calibration is that if images are taken by the same camera with fixed internal parameters, correspondences between these images are sufficient to calibrate a camera.

Most self camera calibration methods require camera to undergo a special movement. This tends to significantly simplify the solution and yield a more stable and robust solution. Two most common approaches of self camera calibration are purely translational [4] and purely rotational approaches [3, 5, 9]. Methods based on purely rotational camera movement have been proved to be very feasible and received most attention. According to this approach, multiple images of a scene are obtained by making the camera undergo only rotational movement while remain fixed in the same viewpoint. Camera calibration is then performed using the images. The major advantages of this approach include its algorithmic simplicity and operational simplicity. It can be easily implemented in practice. Hartley[8], Agapito [1] and Mendonca [14] presented calibration methods for a camera undergoing purely rotational movement. In [8], a camera with fixed intrinsic parameters can be calibrated by using at least three images of a 3D object obtained from the same point in space. They presented both an non-iterative and an iterative algorithms without the knowledge of the camera orientations. Agapito and Mendonca [1, 14] extended Hartley algorithm to allow changing of internal parameters. To decrease the sensitivity of self-calibration, Mendelssohn [13] advocates a constrained self-calibration method by placing small, planar, easily identifiable targets of known shape in the environment. The shapes of the targets are used to constrain the solutions, making them more robust.
Most of the existing methods for self-calibration rely on information equivalent to a passive 3D projective scene reconstruction (passive stereo). They therefore inherit the problems that plagued the stereo approach. For example, these methods are based on the point matchings, there is the issue of finding matched points in images taken from different viewpoints. This task can become more difficult because of the changes of aspects and lighting caused by camera movement. Moreover, the point-based methods need many points to improve robustness and accuracy; this tends to further aggravate the point matching problem.

In view of these problems, we introduce a new method to perform camera self-calibration using ellipses. Ellipses have attracted the attention of researchers in the computer vision community as a useful symbol for camera calibration and pose estimation [10, 12, 19]. The main reasons are as follows: First, many man-made structures contain elliptical features and many objects can be represented by an ellipse. It can be especially useful in industrial environments, where circular holes are abundant. Second, like points and straight lines, ellipse are preserved under perspective or projective transformations. Third, an ellipse representation in mathematics is a symmetric matrix and is easy to implement. Ellipses contain compact global information, they are expected to be more robust to noise than points. It tolerates partial occlusion. Fourth, there is a wealth of theoretical studies on ellipses and these theories can be used. Finally, ellipses allow very reliable and precise feature-based matching ([19]). Correspondences can be much more easily established between ellipses. Although ellipses have been employed for test-field calibration, to the best of our knowledge, it has not been used for self-calibration. The downside of using ellipses is that they are planar. It is known the solution is very sensitive to noise whenever planar or near-planar scenes occur since fundamental matrices can not be estimated stably in the near-planar case. But planar self-calibration has some potential advantages. Planes are very common in man-made environments and are simple to process. Moreover, recent research has improved the performance of planar self-camera calibration [20, 2].

In this paper, we present a new pure rotational self-calibration method using ellipse. For the research described in this paper, we assume the camera has a fixed interior parameters and that the radial distortions can be ignored. We also assume the camera undergoes a purely yet unknown rotational movement to obtain different images. This paper is organized as follows: In section 2, we introduce some notations and lay the mathematical background for perspective projection of ellipses. The mathematical model for ellipse-based self-calibration is discussed in section 3. Section 4 shows experimental results to validate the proposed camera self-calibration technique using ellipses with both synthetic and real image data. The paper ends in section 4 with a summary and conclusions.

2 Notations and Perspective Projection of Ellipses

As shown in Figure 1, let X-Y-Z represent the object coordinate frame. The origin of the object frame is located at the center of the 3D ellipse, and the X and Y axes are along the major and minor axes of the ellipse. The Z axis is perpendicular to the 3D ellipse plane. Let \( \mathbf{X}_m = [X \ Y \ 0]^T \) be the coordinates of an ellipse point in 3D and \( \mathbf{P} = [c \ r]^T \) be the pixel coordinates of the corresponding image point.

![Figure 1. Camera perspective projection model](image)

From the pinhole perspective projection model, in homogeneous coordinate system we have

\[
\lambda \begin{pmatrix} c \\ r \\ 1 \end{pmatrix} = \mathbf{W}[\mathbf{R} \ \mathbf{T}] \begin{pmatrix} X \\ Y \\ 0 \\ 1 \end{pmatrix}
\]

(1)

where, \( \mathbf{R} \) is a rotation matrix and \( \mathbf{T} \) is a translation vector, and \( \lambda \) is an unknown scalar. They characterize the relative orientation and position of object frame to the camera coordinate frame \( (X_c-Y_c-Z_c) \). \( \mathbf{W} \) is called the camera intrinsic matrix, denoted as

\[
\mathbf{W} = \begin{pmatrix} s_x f & 0 & u_0 \\ 0 & s_y f & v_0 \\ 0 & 0 & 1 \end{pmatrix}
\]

where \( s_x \) and \( s_y \) are scale factors (pixels/mm), \( f \) for focus length, \( u_0, v_0 \) are the coordinates of the principle point.
point in pixels. Equation 1 may be rewritten as

$$
\lambda \begin{pmatrix}
c \\
r \\
1
\end{pmatrix} = W[r_1, r_2, T] \begin{pmatrix}
X \\
Y \\
1
\end{pmatrix}
$$

(2)

where $r_1$ and $r_2$ are the first two columns of matrix $R$. Denote $G = [r_1, r_2, T]$, $G$ is called the camera extrinsic matrix and equation 2 is rewritten

$$
\lambda \begin{pmatrix}
c \\
r \\
1
\end{pmatrix} = WG \begin{pmatrix}
X \\
Y \\
1
\end{pmatrix}
$$

(3)

is the projection equation that characterizes the relation between an image ellipse point and the corresponding 3D ellipse point.

Let $Q$ be a $3 \times 3$ matrix representing the 3D ellipse in object frame, $A$ be a $3 \times 3$ matrix for the image ellipse, the equations of the image ellipse and the 3D ellipse respectively are

$$
\begin{pmatrix}
c \\
r \\
1
\end{pmatrix}^T A \begin{pmatrix}
c \\
r \\
1
\end{pmatrix} = 0
$$

(4)

$$
\begin{pmatrix}
X \\
Y \\
1
\end{pmatrix}^T Q \begin{pmatrix}
X \\
Y \\
1
\end{pmatrix} = 0
$$

(5)

Substituting eq. (3) to eq. (4) and after simplification leads to

$$
\begin{pmatrix}
X \\
Y \\
1
\end{pmatrix}^T \lambda G^T W^T A W G \begin{pmatrix}
X \\
Y \\
1
\end{pmatrix} = 0
$$

(6)

From (5) and (6), we have

$$
Q = \lambda G^T W^T A W G
$$

(7)

Equation 7 is the basic projective equation that relates a 3D ellipse to its projection and to the exterior and interior camera parameters.

3 Camera Self-Calibration with Ellipses

In this section, we will present the mathematical theories for camera self-calibration using image ellipses obtained with camera undergoing pure but unknown rotational movement. We will present a linear method as well as a non-linear method. In each case, we assume the rotational motion that the camera undergoes from one to another view is unknown. This is because the relative orientation is difficult to estimate accurately. The use of inaccurate relative orientation may lead to significant errors. Our method is, however, general enough to be able to incorporate $R$ in the computation if it can be obtained accurately.

3.1 Linear algorithm

Following the same notations as introduced in section 2, let $Q$ be a $3 \times 3$ matrix representing a 3D ellipse and $A_1$ and $A_2$ be the two image ellipses of $Q$. From equation 7, we have

$$
\lambda G_1^T W^T A_1 W G_1 = G_2^T W^T A_2 W G_2
$$

(8)

where $G_1 = (r_{11}, r_{12}, T_1)$, $G_2 = (r_{21}, r_{22}, T_2)$, and $r_{11}$, $r_{12}$ and $r_{21}$, $r_{22}$ are respectively two left columns of $R_1$ and $R_2$, which specify relative orientation of two views relative to the object frame. Since the relationship between the two images is pure rotation, i.e. $R_2 = R R_1$, $T_2 = R T_1$. As a result, we have $G_2 = R G_1$. Substituting it into equation 8 yields

$$
\lambda G_1^T W^T A_1 W G_1 = G_1^T R^T W^T A_2 W R G_1
$$

(9)

Equation (9) leads to

$$
\lambda W^T A_2 W = R^T W^T A_2 W R
$$

(10)

Equation 10 can be rewritten as

$$
\lambda A_1 = (WRW^{-1})^T A_2 (WRW^{-1})
$$

(11)

Equation 11 is the fundamental equation for ellipses (similar to the fundamental equations for points in stereo).

Using the fact that $\text{Det}(WRW^{-1}) = 1$, the scalar $\lambda$ in equation 11 can be obtained from $\lambda = (\text{Det}(A_1))^{1/3}$. Let $K = WRW^{-1}$ and assuming $\lambda$ is solved, equation 11 can be rewritten as

$$
A_1 = K^T A_2 K
$$

(12)

It is apparent from equation 12 that solution to $K$ is non-linear. To obtain a linear solution, we need another 3D ellipse. Suppose there are two 3D ellipses $Q_A$ and $Q_B$, $A_1$, $A_2$ and $B_1$, $B_2$ are the corresponding image ellipses obtained from two different views. Then following equation 12, we have

$$
K^T = A_2 K A_1^{-1}
$$

$$
K^{-T} = B_2 K B_1^{-1}
$$

(13)

Note the two ellipses share the same $K$ since the camera undergoes the same rotational movement and therefore they share the same $R$.

From Equation (13), we have

$$
A_2 K A_1^{-1} = B_2 K B_1^{-1}
$$

(14)

In Eq. (14), only $K$ is unknown, we can see that $K$ can be linearly solved. However, since $K$ appears on
both sides of equation 14, \( K \) can only be solved for up a scale factor as explained in [17]. In order to find an unique solution to \( K \), we need to obtain two such equations as equation 14. It means that we need at least three ellipses in the same image. Assuming there is another ellipse \( Q_C \) in the object frame, \( C_1 \) \( C_2 \) are the corresponding image ellipses. Between ellipses \( Q_A \) and \( Q_C \), there exists

\[
A_2 K A_1^{-1} = C_2 K C_1^{-1}
\]  

(15)

Equations 14 and 15 offer a total of 18 independent linear equations involving 9 unknowns in \( K \). The system of linear equations is therefore overdetermined. \( K \) can hence be solved linearly. Once \( K \) is solved, we can solve for \( W \).

To solve for \( W \), we utilize the orthonormality constraint of \( R \), i.e., \( R = R^{-T} \). From \( K = WRW^{-1} \), we have \( R = W^{-1}KW \) and \( R^{-T} = W^T K^{-1} W^{-T} \). Thus,

\[
(WW^T)K^{-T} = K(WW^T)
\]  

(16)

Let \( S = WW^T \), equation 16 can be changed to

\[
SK^{-T} = KS
\]  

(17)

where

\[
S = \begin{pmatrix}
s_x f & 0 & u_0 \\
0 & s_y f & v_0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
0 & s_x f & 0 \\
0 & 0 & s_y f \\
u_0 & v_0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
s_x^2 f^2 + u_0^2 & u_0 v_0 & u_0 \\
u_0 v_0 & s_y^2 f^2 + v_0^2 & v_0 \\
u_0 & v_0 & 1
\end{pmatrix}
\]  

(18)

Equation 16 is so-called Kruppa equation [6]. To uniquely determine the solution to \( S \), we need at least two equations like equation 16, which can be obtained by rotating a camera twice or more. The new equations resulted from additional camera rotation, along with equation 16, can then be combined to robustly and linearly solve for elements of \( S \), which then leads to solution to \( W \). Once we get \( S \), the intrinsic parameters of the camera can be solved from it. By experiments, we found that above linear algorithm is very sensitive to noise. In order to improve the robustness of this algorithm, we proposed the following non-linear algorithm.

3.2 Non-linear Algorithm

Given \( K \), equation 16 leads to nine non-linear equations for the four intrinsic cameras \( s_x f, s_y f, u_0, \) and \( v_0 \). The system is over-determined though the solution is non-linear. In this iterative algorithm, we use downhill simplex method [16]. The criterion function to minimize is defined as follows. Let \( V = SK^{-T} - KS \) and \( V_{ij} \) be the \( (i, j) \) entry of the matrix \( V \). The criterion function \( F \) we use to minimize to solve for intrinsic camera parameters is

\[
F = |V_{00}| + |V_{01}| + |V_{02}| + |V_{10}| + |V_{11}| + |V_{12}| + |V_{20}| + |V_{21}| + |V_{22}|
\]  

(19)

As a result, using down hill simplex method with the criterion function in Eq. 19, we can iteratively solve for the \( f_{sx}, f_{sy}, u_0, \) and \( v_0 \). Please note that for the non-linear solution we only need rotate the camera once. The initial estimate of the non-linear procedure may be provided by the linear procedure or using the camera parameters as provided by the camera manufacturer.

4 Experiments

In order to study the performance of the proposed methods, we conducted experiments using both synthetic and real image data. To generate synthetic data, three 3D coplanar ellipses were generated first, followed by projecting the 3D ellipses onto image planes to produce their images. Different images under different camera orientations were produced to study impact image noise and the number of camera rotations on the quality of the estimated camera parameters. For the synthetic image data, the ideal ground truth camera parameters are \( s_f x = 420, s_f y = 410, u_0 = 160, \) and \( v_0 = 120 \). All units for subsequent figures and tables are mm.

Table 1 shows the results from the linear algorithm with different rotation sequences. The result is satisfactory except the last row in Table 1, where large errors result from small rotational angles between camera views.

To study the performance of the linear method under different noise levels, we add additive Gaussian noise to the coordinates of image pixels that form the 2D image ellipses. The results from the data with noise are shown in Table 2. The motion of the camera involves rotations around X, Y, Z axes respectively. We
can see the algorithm is very sensitive to noise. This is because that there is no any object information to control the results. To improve the performance of the linear method, we increase the number ellipses and the number of images, the improvement, however, is not satisfactory.

4.0.1 Non-linear algorithm
We perform the same experiments to evaluate the performance of the non-linear algorithm. A general camera rotation results from rotating the camera sequentially around the three fixed major axes. To study the effect of camera rotation on the performance of the algorithm, we performed two types of rotation: rotating the camera sequentially around the three axes X, Y, and Z and rotating only around X and Y as indicated in the Figs. 2 and 3. The results from the non-linear algorithm based on 3 ellipses and one camera rotation are shown in Figure 2 and Figure 3. We can see the robustness of the algorithm to noise is significantly improved, as the noise is increased to 0.8, the results are still acceptable. This represents a significant improve over the linear method. The accuracy and robustness of the non-linear algorithm will be improved further if more ellipses and more rotations are applied.

4.1 Real data
The camera to be calibrated is a CDD camera. The image resolution is 640 x 480. We only used real data to test our non-linear method. We drew an ellipse on a 26 cm x 28 cm model plane, and duplicated it to obtain three ellipses. Then we pasted the three ellipses to a wall. Two images of the three ellipses were taken under different orientation of the camera by only rotating the camera once, as shown in Figure 4. Ellipses are detected using our ellipse detection method [11]. The distance between the camera and object ellipses is about 2.0 m. The calibration results are shown in the second row of Table 3. Since the ground truth of the camera intrinsic parameters is not known, we employed a classical method proposed in [22] to calibrate the same camera. The estimated camera parameters using the classical approach are shown in the first row of the Table 3 for comparison. We can see the two results are close. The ellipse-based algorithm without any knowledge of the orientation of the camera is verified by the reasonable result with real data.

5 Conclusions
In this paper, we introduce both a linear and non-linear procedures for self camera calibration using ellipse correspondences. The performance of our algorithms is studied using both synthetic and real image data. The experiments reveal that it is possible to perform self-camera calibration using ellipses. The experiments show that while the linear solution is easy to solve and fast, it requires an additional camera rotations (twice) and its solution is sensitive to image noise unless additional images are used. The non-linear solution is more stable and robust. It is clear that the accuracy of the proposed non-linear ellipse-based method is comparable to that of point-based methods. But the proposed ellipse-based method overcomes the point matching problem that plagued the point-based methods and is less sensitive to image noises. One problem with our approach is the lack of elliptical or circular features for certain scene. Ellipses are not so abundant as lines or points.
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Table 2. Noise influence on the calibration results under different noise levels

<table>
<thead>
<tr>
<th>noise levels</th>
<th>$\sigma_f$</th>
<th>$\sigma_f$</th>
<th>$\mu_0$</th>
<th>$\nu_0$</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>410.0581</td>
<td>470.5017</td>
<td>159.0800</td>
<td>119.6686</td>
<td>0.38</td>
</tr>
<tr>
<td>0.01</td>
<td>398.5377</td>
<td>452.6570</td>
<td>141.3208</td>
<td>105.5467</td>
<td>20.92</td>
</tr>
<tr>
<td>0.02</td>
<td>384.7110</td>
<td>450.6581</td>
<td>108.8793</td>
<td>82.6817</td>
<td>59.40</td>
</tr>
<tr>
<td>0.03</td>
<td>374.0075</td>
<td>455.4728</td>
<td>83.2044</td>
<td>63.3038</td>
<td>94.96</td>
</tr>
<tr>
<td>0.04</td>
<td>228.6159</td>
<td>249.7438</td>
<td>42.7778</td>
<td>30.6545</td>
<td>106.05</td>
</tr>
<tr>
<td>0.05</td>
<td>197.1667</td>
<td>216.4344</td>
<td>31.9835</td>
<td>23.4944</td>
<td>190.28</td>
</tr>
</tbody>
</table>

Table 3. Real data experiment results

<table>
<thead>
<tr>
<th>methods</th>
<th>$\sigma_f$</th>
<th>$\sigma_f$</th>
<th>$\mu_0$</th>
<th>$\nu_0$</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>classical</td>
<td>418.25367</td>
<td>413.538806</td>
<td>162.11273</td>
<td>118.624387</td>
<td></td>
</tr>
<tr>
<td>ellipse-based</td>
<td>439.00725</td>
<td>430.003031</td>
<td>185.999224</td>
<td>125.003076</td>
<td></td>
</tr>
</tbody>
</table>


Figure 2. The estimated $s_f$ and $s_f$ using the non-linear algorithm as a function of the noise levels. The results are obtained with 3 ellipses and one camera rotation.

Figure 3. The estimated $\mu_0$ and $\nu_0$ from the non-linear algorithm as a function of noise levels. The results are obtained from 3 ellipses and one camera rotation.

Figure 4. The real images obtained from two different view directions.