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1. Goals:

The goal of this lab is for the users to be able to download routing tables and analyze them. This would help give them a clear understanding about the growth of the routing tables as well as some of the BGP attributes. This would also get the users familiar to tools like MRT and the R-toolkit.

2. Introduction

The routing data is downloaded from the RIPE RIS site. Routing data includes data from Border Gateway Protocol (BGP) routing tables, which reflect the transit relationships between individual Autonomous Systems (ASes) at a given point in time.

Internet hosts use routing tables to compute the next hop for a packet. Routing tables can take many forms, but here is a simple model that can explain most Internet routing. Each entry in a routing table has at least two fields - IP Address Prefix and Next Hop. The Next Hop is the IP address of another host or router that is directly reachable via an Ethernet, serial link, or some other physical connection. The IP Address Prefix specifies a set of destinations for which the routing entry is valid for. In order to be in this set, the beginning of the destination IP address must match the IP Address Prefix, which can have from 0 to 32 significant bits. For example, a IP Address Prefix of 128.8.0.0/16 would match any IP Destination Address of the form 128.8.X.X. 

Every TCP/IP device that places a packet of data on a network must make routing decisions. These decisions are made by comparing the destination address to the entries in a routing table. The routing table is normally built by the network administrator or from information gathered by the TCP/IP system. 

The routing system selects an entry from the routing table and takes the netmask from that entry. The system then performs a logical AND of this value and the destination address. The resulting value is compared to the network address in the table entry. If the two values are the same then the destination can be reached through the gateway in that entry. If the two values are different then the routing system moves to the next entry in the table. If the table is exhausted and no matching entry is found, then the usual result is for the routing system to discard the packet and generate a message notifying the sending application that the destination network is unreachable. 

If a routing table entry is found with a matching network value, then the packet is forwarded based on the information in the table entry. If the destination is on a network segment directly connected to the routing system, the packet will be delivered to the destination system. If not, the packet is passed to a gateway system on a directly connected network segment for delivery. 

Most systems using TCP/IP have a routing table entry for a default gateway. This is the address of a gateway system which is used to send packets that have a destination address that does not match any other table entry. This is usually represented by a network address and netmask of 0.0.0.0. This way, when the netmask is combined with the destination address, a result of 0.0.0.0 will be returned, which then matches the default gateway network address of 0.0.0.0. 

In general, the Internet consists of large number of interconnected regional national and international backbones. The backbones often peer or exchange traffic and routing information with one another at Internet exchange points. These exchange points can be considered the ``core'' of the Internet. Backbone providers participating in the core must maintain a complete reachability information or default free routing table of all globally visible network-layer address reachable throughout the Internet. 

From a routing point of view, however, the Internet can be considered to be partitioned into a number of independent sub-networks, the so-called Autonomous Systems (AS's). The Autonomous System's are connected to one or more Autonomous Systems. From this viewpoint, it follows that routing in the Internet can be divided into two domains: internal, or inside an AS, and external, or between AS's. At the boundary of each AS, border routers exchange reachability information to destination IP address blocks or prefix, for both transit networks and networks originating in in that domain. 

How IP packets are routed from one AS to another, is is based on propagating information about network entities (IP address prefixes) and routing policies between them through the network. The commonly used protocol for exchanging this information is the Border Gateway Protocol, version 4 (BGP4). BGP is an incremental protocol that sends update information only upon changes in network topology or routing policy. As a path vector routing protocol, BGP limits the distribution of a router's reachability information to its peers or neighbor routers.

A path is a sequence of intermediate autonomous systems between source and destination routers that form a directed route for packets to travel. Router configuration files allow the stipulation of routing policies that may specify the filtering of specific routers, or modification of path attributes sent to neighbor routers. Routers may be configured to make policy decisions based on both the announcement of routes from peers and accompanying attributes and local policies. The attributes in the announcements may serve as hints to routers to choose from alternate paths to a given destination. 

Routing information in BGP appears as a series of announcements that either update or withdraw a route within the network. A route update indicates a router either has learned of a new network attachment or has made a policy decision to prefer another route to a certain network destination. Route withdrawals are sent when a router makes a new decision that a network is no longer reachable. A BGP update may contain multiple route announcements and withdrawals. In stable routing environment routing updates should be very less except when policies changes and Addison of new physical networks. In reality the number of BGP updates exchanged per day in the Internet core is one or more orders of magnitude larger than expected.

The routing tables for this experiment have been downloaded from the RIPE RIS site. The goal of the Routing Information Service (RIS) is to collect routing information between Autonomous Systems (AS) and their development over time from default free core the Internet. The RIS will collect and store default free BGP announcements as a function of time from several locations and provide that information to the users of the service, allowing them to see the full picture with all routes that are currently anywhere and their development over time. 

A. Multithreaded Routing Toolkit:

The MRT toolkit has been used to build a wide variety of tools, ranging from production Internet and 6bone routing daemons to BGP fault-injection and traffic generation test packages. MRT software is in active use at universities and commercial organizations throughout the country and internationally.

You can use MRT applications and libraries to:

· Serve as the backbone routing software for your IPv6 or IPv4 network connection. 

· Simultaneously handle tasks such as routing policy communication, routing policy calculation, and maintenance of a RIB, and distribute these tasks over multiple processors or multiple machines 

· Generate and analyze route flap statistics 

· Generate real-time graphical maps of Internet routing 

· Capture a BGP peering session and monitor it in real time 

· Record and replay sequences of events, such as routing failures

The tool that we shall be using in order to convert the downloaded tables from binary to ASCII is Route_BtoA. 

Route_BtoA:

ROUTE_BTOA converts binary MRT messages to ASCII. By default, the program writes human-readable ASCII descriptions of MRT message streams or files to standard out.
Synopsis

route_btoa [-m] [-i input_binary_file] 

Options

-i binary_data_in_file: 

Read routes from this file binary MRT file. Using a file name of 'stdin' will read input from standard in. 

-m:

Create machine-parseable output. 

Route_BtoA also supports the generation of machine-readable output. This mode generates output that is easily parsed by awk or Perl scripts for statistics calculations. Note that "-m" mode does not preserve information about packet boundaries. The format for each line of the machine-readable output for BGP4 and BGP4+ packets is:

Protocol|Type|PeerIP|PeerAS | Prefix | <update dependant information>

Where protocol is BGP, or BGP4. The time is number of seconds since epoch when the packet was recorded. The type is A for announcement, or W for withdrawal. PeerIP and PeerAS are the IP address and AS number of the BGP peer from which we received the update. Prefix is the route prefix described in the update.

For BGP announcements, update-dependant information contains:

ASPATH | Origin | NextHop | Local_Pref | MED | Community

Where ASPATH is the autonomous system path of the update. Origin is IGP, EGP, or Unknown. And local_pref, MED and Community are the various BGP attributes. 

3. Lab Instructions:

There are three parts to this lab. The first is to convert the downloaded routing tables to the ASCII format. You will be given tables for six routing tables spread over a year. These routing tables are obtained from various peers. You will have to get the specific routing table by running an awk script. Once this is done you will have to write some scripts to get the data needed from the routing tables. The third part of the lab involves graphing this data and commenting on the growth/statistics obtained.

Part A: Converting the routing tables to the ASCII format:

· Read the documentation about MRT from:

www.mrtd.net
· Run the routebtoa to convert the tables provided.

· Use the –m option to convert it to the machine-readable format.

Part B: Getting the data:

· The routing table that you will be using belongs to the prefix 198.143.15.85
· You will have to write an awk script to get that particular routing table.
· You will be provided with some sample scripts. Read through these and based on these write your own scripts to get the various data.
· You will also be given additional data. You will have to compare this with the data that you get from the routing tables to get the number of multihomed, stub, multihomed stub ASes.
4. Deliverables:
The following data needs to be collected from the routing tables over the period of two years:

· Growth of the routing table.
· Increase in the number of /24s
· Change in number of the announced multihomed stub ASes. 
· Change in the number of class A, B and C prefixes announced. 
· Increase in the number of /24s announced belonging to Class C prefixes. (optional)
· The increase in the number of transit ASes (optional)
For each set of data that has been collected explain in your own words the inferences that can be made and the conclusions that can be drawn.
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