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Cisco OSPF Implementation Lab

What you will learn from this lab:

· Differences between OSPF (link-state) and RIP (distance vector) routing protocols.

· Performance of OSPF in a single area (intra-area).

· Segmentation of an AS into multiple OSPF areas, and associated addressing.

· Adjacency process between two OSPF routers.

· Construction of intra-area routing tables and metrics.

· Construction of inter-area routing tables and metrics.

· Behavior of routing tables when bandwidth is changed.

· Convergence times upon topology change.
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Supplementary Materials Attached:

· Lab Configuration Diagram (Visio Worksheet)

· Cisco Command Reference Worksheet

· RFC 1583 – OSPF Version 2
0.0 Preparation for Lab X

1. OSPF Protocol Overview

· Read http://www.freesoft.org/CIE/RFC/1583/index.htm , (sections to be specified) the RFC for OSPF V 2.  Focus on differences between RIP and OSPF.

2. Cisco Worksheet

· Read Cisco command worksheet, acclimate yourself to Cisco commands and associated nomenclature.

3. Network topology – get comfortable with lab diagram.

· Investigate use of VLSM (Variable Length Subnet Masking) on links to conserve addresses.

· Determine if IP addressing allows for area summarization, and if so, calculate the proper masks.

· Plan a skeleton config for implementation of OSPF on each router.

· Theorize what stable traffic patterns will look like.  During the lab we can check the operational structure to see if we’re correct.

1.0 Topology and Overview

1.1 Pre-Configuration

· Verify that each router has been pre-configured correctly.  Compare output from show running command with supplied start configurations.  If there are discrepancies, alert your instructor. 
1.2 Network Topology

· We will begin by assigning IP addresses to all the network links.  Follow the topology diagram and begin the configuration.  DO NOT assign interfaces DTE or DCE speeds.  These should already be in the configuration.  However, Cisco IOS has a bandwidth command that should be applied to the interface.  OSPF calculates metrics based on OUTBOUND interface bandwidth as supplied by the user.  I.E.  if you specify bandwidth 512 on an interface, OSPF will assume that the bandwidth is 512 Kbps.  If not specified, bandwidth generally defaults to 1544 Kbps (T1 speed).


Ex:
(router-config)#interface serial 3/0



(router-config-if)# descrip **LINK to NYC, 1300 Kbps**


(router-config-if)# ip address 192.168.0.5 255.255.255.252


(router-config-if)# bandwidth 1300
· Repeat this procedure for each link on each router.  

· Issue show ip interface brief to get a table of interfaces, addresses, and status.  Verify line and protocol is up.

· Verify correct operation by pinging from a router to a neighbor.  (You will not be able to ping beyond a neighbor as we have no routing defined.)

Questions:

· We’re using VLSM to subnet and save addresses.  What are the networks and host addresses on each link?

· Area 0 will be allotted networks 192.168.0.X and 192.168.1.X, what is the proper way to summarize them?

2.0 Overview of OSPF


From reading the RFC on OSPF Version 2, you have been introduced to some of the features of OSPF and it’s operation.  This page is intended to review some of the more important concepts and reinforce their application to this lab.  

· The core is Area 0.  This is always the case in any OSPF architecture.  Each OSPF Autonomous System (AS) can have one and only one core.

· All other areas must directly connect to the core.  OSPF introduced a method by which areas may use third area as a transit to the core (called virtual links), but that is beyond the scope of this lab.  For all intensive purposes, the core is the main transit point for traffic.

· Areas represent regions of abstraction.  An area can be describled as an AS within the OSPF AS.  Each unit has intra-area routes and inter-area routes.  If IP addressing is properly configured, entire areas may be summarized into one route.  Such configuration allows changes to occur in one area without affecting others.

· OSPF is a link-state protocol.  It uses bandwidth as a metric, and does not rely on timed updates to keep track of topology.  Topology modifications initiate a process by which all routers are notified of relevant information.

· OSPF has numerous tunable parameters.  Some of the most important are hello times between routers and aging-times of the SPF database.

2.1 OSPF Core Turnup

Investigation of Adjacency Creation 

1. Gain console access to LAGOS_WAN.

2. Enter configuration mode (configure terminal).
3. Initialize OSPF process on the router (router ospf <process_id>).
4. Initialize network for which OSPF will route (network <network> <cisco_mask> area <area_num>) NOTE:  remember that cisco_mask is inverted from normal subnet masks:  0=include, 1=ignore.
5. Exit from configuration mode (CTRL-Z).

1. Gain console access to NY_WAN
2. Issue debug ip ospf adj, debug ip ospf flood, debug ip ospf events, debug ip ospf lsa command, which will send OSPF messages to console.
3. Enter configuration mode.
4. Initialize OSPF process on this router.  Process_id need not be the same as LAGOS_WAN.
5. Again, initialize network in Area 0 for which OSPF will route.
At this point, you will be inundated with debugging output.  Some of the more important aspects are explained here:

NY_WAN(config)#router ospf 1

NY_WAN(config-router)#network 192.168.0.0 0.0.3.255 area 0

NY_WAN(config-router)#

OSPF: Interface Serial3/0 going Up

OSPF: Build router LSA for area 0, router ID 192.168.0.13
OSPF: add router LSA seq 80000001 to flood queue

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Interface Serial3/1 going Up

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Start redist-scanning

OSPF: End scanning, Elapsed time 24ms

OSPF: 2 Way Communication to neighbor 192.168.0.9
OSPF: send DBD packet to 192.168.0.5 seq 0x1AFF
OSPF: Receive dbd from 192.168.0.9 seq 0x1904
OSPF: Receive dbd from 192.168.0.9 seq 0x1AFF
OSPF: NBR Negotiation Done  We are the MASTER
OSPF: send DBD packet to 192.168.0.5 seq 0x1B00

OSPF: Database request to 192.168.0.9 

OSPF: sent LS REQ packet to 192.168.0.5, length 24

OSPF: Receive dbd from 192.168.0.9 seq 0x1B00

SPF: send DBD packet to 192.168.0.5 seq 0x1B01

OSPF: received update from 192.168.0.9, Serial3/0

OSPF: Rcv Update Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 58, seq 0x80000004

OSPF: Hold time check fail

OSPF: Rcv Update Type 1, LSID 192.168.0.9, 

Adv rtr 192.168.0.9, age 17, seq 0x80000004

OSPF: received update from 192.168.0.9, Serial3/0

OSPF: Rcv Update Type 1, LSID 192.168.0.9, 

Adv rtr 192.168.0.9, age 1, seq 0x80000005

OSPF: Hold time check fail

OSPF: Receive dbd from 192.168.0.9 seq 0x1B01

OSPF: Exchange Done with neighbor 192.168.0.9

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: add router LSA seq 80000002 to flood queue

OSPF: Sending delayed ACK on Serial3/0

OSPF: Ack Type 1, LSID 192.168.0.9, 

Adv rtr 192.168.0.9, age 17, seq 0x80000004

OSPF: Retransmitting request to neighbor 192.168.0.9

OSPF: Database request to 192.168.0.9 

OSPF: sent LS REQ packet to 192.168.0.5, length 12

OSPF: received update from 192.168.0.9, Serial3/0

OSPF: Rcv Update Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 63, seq 0x80000004

OSPF: Hold time check fail

OSPF: received update from 192.168.0.9, Serial3/0

OSPF: Rcv Update Type 1, LSID 192.168.0.9, 

Adv rtr 192.168.0.9, age 6, seq 0x80000005

OSPF: Sending delayed ACK on Serial3/0

OSPF: Ack Type 1, LSID 192.168.0.9, 

Adv rtr 192.168.0.9, age 6, seq 0x80000005

OSPF: Retransmitting request to neighbor 192.168.0.9

OSPF: Database request to 192.168.0.9 

OSPF: sent LS REQ packet to 192.168.0.5, length 12

OSPF: received update from 192.168.0.9, Serial3/0

OSPF: Rcv Update Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 68, seq 0x80000004

OSPF: we received our own old rtr lsa

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: add router LSA seq 80000005 to flood queue

OSPF: Synchronized with neighbor 192.168.0.9, state:FULL
OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Sending update on Serial3/0 to 224.0.0.5
OSPF: Send Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 1, seq 0x80000005

OSPF: Sending delayed ACK on Serial3/0

OSPF: Ack Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 68, seq 0x80000004

OSPF: Received ACK from 192.168.0.9

OSPF: Rcv Ack Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 1, seq 0x80000005

      Remove LSA from retransmission list

OSPF: Build router LSA for area 0, router ID 192.168.0.13

OSPF: add router LSA seq 80000006 to flood queue

OSPF: Sending update on Serial3/0 to 224.0.0.5

OSPF: Send Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 1, seq 0x80000006

OSPF: Received ACK from 192.168.0.9

OSPF: Rcv Ack Type 1, LSID 192.168.0.13, 

Adv rtr 192.168.0.13, age 1, seq 0x80000006

      Remove LSA from retransmission list

Type undebug all to disable debugging output.

Verify that the router has achieved a good neighbor relationship with LAGOS_WAN by issuing show ip ospf neighbor.

The output should resemble:

Neighbor ID   Pri   State       Dead Time   Address         Interface

192.168.0.9     1   FULL/-      00:00:31    192.168.0.5     Serial3/0

Finish by following the same steps to turn up OSPF on LONDON_WAN.  If interested, use the debugging commands to further view the creation of neighbor relationships.
2.2 Investigation of OSPF Behavior in the Core


Using the show ip route command, look at your newly formed routing table.

LAGOS_WAN#sh ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default

       U - per-user static route

Gateway of last resort is not set

     192.168.0.0/30 is subnetted, 3 subnets

C       192.168.0.8 is directly connected, Serial3/1

O       192.168.0.12 [110/276] via 192.168.0.6, 00:06:29, Serial3/0

                     [110/276] via 192.168.0.10, 00:06:30, Serial3/1

C       192.168.0.4 is directly connected, Serial3/0

Question: Why is it that we have two routes to the same network?

Answer: Both paths have equal cost.  (REMEMBER: OSPF uses bandwidth 
as it’s primary metric, we’ve set the paths up with equal metrics.  )

To demonstrate the importance of the bandwidth statement, and it’s implications when considering the SPF algorithm, let’s change it!

      Investigation of Metrics and Route Selection

1.  Make sure that you have console access to LAGOS_WAN

2. Issue the following debug commands: debug ip ospf events, debug ip ospf spf intra, debug ip ospf lsa.
3. Go to configuration mode and into serial interface 3/1 (to LONDON_WAN)

4. Suppose international WAN costs skyrocket, forcing you to reduce the bandwidth on your trans-atlantic link.  Lower the bandwidth to 256Kbps.  Wait a second and observe the output.


OSPF: running SPF for area 0

OSPF: Initializing to run spf

 It is a router LSA 192.168.0.9. Link Count 4

  Processing link 0, id 192.168.0.14, link data 192.168.0.9, type 1

   Add better path to LSA ID 192.168.0.14, gateway 192.168.0.10, dist 390


   Add path: next-hop 192.168.0.10, interface Serial3/1

  Processing link 1, id 192.168.0.8, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.0.11, gateway 192.168.0.8, dist 390

   Add path: next-hop 192.168.0.9, interface Serial3/1

  Processing link 2, id 192.168.0.13, link data 192.168.0.5, type 1

   Add better path to LSA ID 192.168.0.13, gateway 192.168.0.6, dist 76

   Add path: next-hop 192.168.0.6, interface Serial3/0

  Processing link 3, id 192.168.0.4, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.0.7, gateway 192.168.0.4, dist 76

   Add path: next-hop 192.168.0.5, interface Serial3/0
 It is a router LSA 192.168.0.13. Link Count 4
  Processing link 0, id 192.168.0.14, link data 192.168.0.13, type 1

   Add better path to LSA ID 192.168.0.14, gateway 192.168.0.14, dist 276

   Add path: next-hop 192.168.0.6, interface Serial3/0

  Processing link 1, id 192.168.0.12, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.0.15, gateway 192.168.0.12, dist 276

   Add path: next-hop 192.168.0.6, interface Serial3/0

  Processing link 2, id 192.168.0.9, link data 192.168.0.6, type 1

  Ignore newdist 152 olddist 0

  Processing link 3, id 192.168.0.4, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.0.7, gateway 192.168.0.4, dist 152

   Add path: next-hop 192.168.0.6, interface Serial3/0

 It is a router LSA 192.168.0.14. Link Count 4

  Processing link 0, id 192.168.0.13, link data 192.168.0.14, type 1

  Ignore newdist 476 olddist 76

  Processing link 1, id 192.168.0.12, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.0.15, gateway 192.168.0.12, dist 476

   Add path: next-hop 192.168.0.6, interface Serial3/0

  Processing link 2, id 192.168.0.9, link data 192.168.0.10, type 1

  Ignore newdist 352 olddist 0

  Processing link 3, id 192.168.0.8, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.0.11, gateway 192.168.0.8, dist 352

   Add path: next-hop 192.168.0.6, interface Serial3/0

OSPF: Adding Stub nets

OSPF: delete lsa id 192.168.0.7, type 0, adv rtr 192.168.0.9 from delete list

OSPF: insert route list LS ID 192.168.0.7, type 0, adv rtr 192.168.0.9

OSPF: insert route list LS ID 192.168.0.11, type 0, adv rtr 192.168.0.14

OSPF: delete lsa id 192.168.0.15, type 0, adv rtr 192.168.0.13 from delete

 List OSPF: Add Network Route to 192.168.0.12 Mask /30. Metric: 276, 

 Next Hop: 192.168.0.6
OSPF: insert route list LS ID 192.168.0.15, type 0, adv rtr 192.168.0.13

OSPF: Entered old delete routine

OSPF: Deleting STUB NET old route 192.168.0.12, mask /30, next hop 192.168.0.10

OSPF: No ndb for STUB NET old route 192.168.0.8, mask /30, next hop 192.168.0.9

OSPF: delete lsa id 192.168.0.15, type 0, adv rtr 192.168.0.14 from delete list

OSPF: delete lsa id 192.168.0.11, type 0, adv rtr 192.168.0.9 from delete list

Turn off the debugging with undebug all, and verify the new routing with show ip route.  You should show only one route to 192.168.0.12.

192.168.0.0/30 is subnetted, 3 subnets

C       192.168.0.8 is directly connected, Serial3/1

O       192.168.0.12 [110/276] via 192.168.0.6, 00:19:48, Serial3/0

C       192.168.0.4 is directly connected, Serial3/0

Questions:

· After seeing SPF run, why are links that constantly change state (sometimes called flapping routes) a big problem in networks?

· You changed the bandwidth on the LAGOS side of the LONDON-LAGOS link, what do you think LONDON’s routing looks like?  Will the path to LONDON and back from LAGOS be the same?

· What is the problem with having different stated bandwidths on both sides of the same link?

· Why would summarization prevent frequent running of the SPF algorithm?

Undo all changes made for Section 2.2 (return bandwidth statements to normal).

2.3 Investigation of Inter-Router Parameters on Core Topology


In this section of the lab, we will look at how OSPF monitors connections between itself and other routers. In addition, we will modify some of the parameters that affect OSPF functionality to determine how they change network behavior.
To begin this section, we should have an operating core, with OSPF running between LONDON_WAN, NYC_WAN, and LAGOS_WAN.   (i.e. all previous sections are complete.)  

In the following exercise, we will demonstrate the importance of the hello timer on an interface.  OSPF sends periodic messages to neighbors across a link to verify that they are operating.   If a response is not heard for a specific period of time, the neighbor is declared dead and associated routes are removed from the network.  This situation occurs when an interface can be listed as “up” on a router, but higher level connectivity is lost.  (A good example is a frame-relay interface, which still may maintain carrier at the physical layer, but loses connectivity through the carrier’s cloud).

1. Get access to LAGOS_WAN.

2. Issue a show ip ospf interface s3/0 to view OSPF parameters on link to NYC_WAN.

Serial3/0 is up, line protocol is up

  Internet Address 192.168.0.5/30, Area 0

  Process ID 1, Router ID 192.168.0.9, Network Type POINT_TO_POINT, Cost: 64

  Transmit Delay is 1 sec, State POINT_TO_POINT,

  Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5

    Hello due in 00:00:04

  Neighbor Count is 1, Adjacent neighbor count is 1

    Adjacent with neighbor 192.168.0.13



3. Enter configuration mode.

4. Enter configuration mode for serial 3/0 (int s3/0)

5. Issue an ip ospf ? command to view list of parameters we can change.

  authentication-key   Authentication password (key)

  cost                 Interface cost

  dead-interval        Interval after which a neighbor is declared dead

  hello-interval       Time between HELLO packets
  message-digest-key   Message digest authentication password (key)

  network              Network type

  priority             Router priority

  retransmit-interval  Time between retransmitting lost link state

                       advertisements

  transmit-delay       Link state transmit delay

6. Set the time between hello packets on this interface to 30 seconds (ip ospf hello-interval 30) **NOTE:  doing this will result in the loss of OSPF connectivity between LAGOS_WAN and NYC_WAN on this link.  Why?  (as per RFC, parameters must match on either side of the link, including hello, and dead interval).
7. We must now change our dead interval to reflect our new lenience in hello times.  Generally, dead=(3-4)*hello.  Let’s set it for 120 sec (ip ospf dead-interval 120)
8. Repeat this procedure on the other side of the link (NYC_WAN).  Once you have finished, OSPF connectivity should come back up.  Verify by issuing show ip ospf int s3/0 on LAGOS_WAN.
Serial3/0 is up, line protocol is up

  Internet Address 192.168.0.5/30, Area 0

  Process ID 1, Router ID 192.168.0.9, Network Type POINT_TO_POINT, Cost: 64

  Transmit Delay is 1 sec, State POINT_TO_POINT,

  Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5

    Hello due in 00:00:28

  Neighbor Count is 1, Adjacent neighbor count is 1

    Adjacent with neighbor 192.168.0.13

9. We are now ready to test how this affects our link.  Leave your window to NYC_WAN open, and open a connection to LAGOS_WAN.
10. On LAGOS_WAN, issue the following debug commands: debug ip ospf event, debug ip ospf adj

11. Now, on NYC_WAN, enter configuration mode, and then s3/0 configuration mode.  On s3/0, issue no ip add
**NOTE: the question might arise, why not just disable the interface?  This will turn off carrier which is a physical layer problem, we are attempting to model a problem in the higher layers of the stack.  Therefore, we are killing IP connectivity.

12. Take note of the time, and watch the output on LAGOS_WAN.
13. At approximately 2 minutes (120 seconds), LAGOS_WAN will give up trying to contact NYC_WAN and determine that it is dead.  A LSA will be generated, and the routes will be updated.
OSPF: Neighbor 192.168.0.13 is dead

OSPF: neighbor 192.168.0.13 is dead, state DOWN

OSPF: Build router LSA for area 0, router ID 192.168.0.9

14. Issue undebug all
Questions:

· Why would you want to increase the hello time between routers? (i.e) what circumstances would warrant such a change?
· Why would you want to decrease the hello times?  What impact would that have on the link, on overall traffic, on the router?
· Forgetting to reset the dead intervals after reconfiguring hello timers can be disastrous.  Can you explain why?
· Changing the timers on one link has an overall affect on network convergence, even if other links are not changed.  Can you explain why this is the case (i.e.  what happens during our experiment from LONDON_WAN’s perspective?)
· Why does OSPF mandate that parameters like hello-time and dead-interval be identical on either side of the link?  (Hint: imagine it didn’t, and you have disparate configurations on either side, what happens now?)  
3.0 Advanced OSPF Configuration Issues-

3.1  Addition of a New Area-

Building the new Area-

1. Obtain access to LAGOS_WAN.

2. Place the proper address on the interface corresponding to CHICAGO_WAN (see diagram), and issue the no shutdown command to enable the interface.
3. Obtain access to CHICAGO_WAN and place correct IP on it’s interface, and enable it.
4. Verify connectivity with a ping command.
5. Repeat interface configuration process for interface Serial 1, setting up connectivity between MILWAUKEE_WAN and CHICAGO_WAN.  (Configure both routers, and verify with ping).
6. Return to CHICAGO_WAN
7. Enter configuration mode
8. Enable OSPF routing (router ospf <process_id>)

9. Initialize the network to route for (network 192.168.128.0 0.0.0.255 area 128)
10. Repeat this process on MILWAUKEE_WAN.  
11. Once OSPF has come up and reached the FULL state, the routing table on MILWAUKEE_WAN should look like:
Gateway of last resort is not set

     192.168.128.0/30 is subnetted, 2 subnets

C      192.168.128.8 is directly connected, Serial0

O      192.168.128.4 [110/128] via 192.168.128.9,0:00:11,Serial0

12. As you can see, we these routers have now converged for Area 128.   CHICAGO_WAN is connected to both networks in the area, and MILWAUKEE_WAN sees the one it is not connected to via CHICAGO.
13. Our next step is to configure the connection back to the main Area (area 0).  This will be done on LAGOS_WAN.
3.2 Configuration of ABR

1. Connect to LAGOS_WAN
2. Issue the “debug ip ospf adj, debug ip ospf flood, debug ip ospf events, debug ip ospf lsa” commands on the router.  
3. Enter OSPF configuration mode “router ospf 1”
4. Enable OSPF routing for Area 128 “network 192.168.128.0 0.0.0.255 area 128”
OSPF: Interface Serial3/7 going Up

OSPF: Build router LSA for area 128, router ID 192.168.0.9

OSPF: add router LSA seq 80000001 to flood queue

OSPF: Build router LSA for area 128, router ID 192.168.0.9

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Build router LSA for area 128, router ID 192.168.0.9

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: Build router LSA for area 0, router ID 192.168.0.9

OSPF: add router LSA seq 80000004 to flood queue

OSPF: Sending update on Serial3/1 to 224.0.0.5

OSPF: Send Type 1, LSID 192.168.0.9, Adv rtr 192.168.0.9, age 1, seq 0x80000004

OSPF: Sending update on Serial3/0 to 224.0.0.5

OSPF: running SPF for area 0

OSPF: Initializing to run spf

.

.

OSPF: running SPF for area 128
OSPF: Sending update on Serial3/1 to 224.0.0.5

.

.

OSPF: 2 Way Communication to neighbor 192.168.128.9

OSPF: send DBD packet to 192.168.128.6 seq 0x1C1F

OSPF: Receive dbd from 192.168.128.9 seq 0x47F

OSPF: NBR Negotiation Done  We are the SLAVE

OSPF: send DBD packet to 192.168.128.6 seq 0x47F

OSPF: Receive dbd from 192.168.128.9 seq 0x480

OSPF: send DBD packet to 192.168.128.6 seq 0x480

OSPF: Database request to 192.168.128.9 

OSPF: sent LS REQ packet to 192.168.128.6, length 24

OSPF: Sending update on Serial3/7 to 192.168.128.6

OSPF: Send Type 1, LSID 192.168.0.9, Adv rtr 192.168.0.9, age 1, seq 0x80000002

OSPF: Send Type 3, LSID 192.168.0.12, Adv rtr 192.168.0.9, age 6, seq 0x80000001

OSPF: Send Type 3, LSID 192.168.0.8, Adv rtr 192.168.0.9, age 6, seq 0x80000001

OSPF: Send Type 3, LSID 192.168.0.4, Adv rtr 192.168.0.9, age 6, seq 0x80000001

OSPF: Receive dbd from 192.168.128.9 seq 0x481

OSPF: Exchange Done with neighbor 192.168.128.9

OSPF: send DBD packet to 192.168.128.6 seq 0x481

OSPF: received update from 192.168.128.9, Serial3/7

OSPF: Rcv Update Type 1, LSID 192.168.128.10, Adv rtr 192.168.128.10, age 762, seq 0x80000002

OSPF: Rcv Update Type 1, LSID 192.168.128.9, Adv rtr 192.168.128.9, age 761, seq 0x80000003

OSPF: Synchronized with neighbor 192.168.128.9, state:FULL

OSPF: Build router LSA for area 128, router ID 192.168.0.9

OSPF: Tried to build Router LSA within MinLSInterval

OSPF: received update from 192.168.128.9, Serial3/7

OSPF: Rcv Update Type 1, LSID 192.168.128.9, Adv rtr 192.168.128.9, age 1, seq 0x80000004

OSPF: Received ACK from 192.168.128.9

.

.

OSPF: running SPF for area 128

OSPF: Initializing to run spf

.

.

OSPF: running SPF for area 128

OSPF: Initializing to run spf

3.3 Investigation of New Routing Tables and Summarization

1. Inspect the routing table on a router in Area 0.  For example, NYC_WAN:
Gateway of last resort is not set

     192.168.128.0/30 is subnetted, 2 subnets

.  O IA    192.168.128.8 [110/204] via 192.168.0.5, 00:06:47, Serial3/0

O IA    192.168.128.4 [110/140] via 192.168.0.5, 00:07:02, Serial3/0

     192.168.0.0/30 is subnetted, 3 subnets

O       192.168.0.8 [110/140] via 192.168.0.5, 00:07:02, Serial3/0

C       192.168.0.12 is directly connected, Serial3/1

C       192.168.0.4 is directly connected, Serial3/0
2. Currently, we’re seeing each network from our new area.  But, we specifically designed our addressing to allow for summarization!
3. Connect to LAGOS_WAN again.
4. Verify that your debugging commands are still active (show debug)
5. Recognize that LAGOS_WAN represents our “entry point” to Area 128 (by the definition of Area Border Router).  Summarize the addresses coming from Area 128 using the following steps.
6. Enter configuration mode (config term)
7. Enter OSPF configuration mode (router ospf 1)
8. Issue the summarization command for Area 128 (area 128 range 255.255.255.0)

OSPF: running SPF for area 0

OSPF: Initializing to run spf

.

.

OSPF: Entered old delete routine

OSPF: No change for sum from intra-area route 192.168.0.12, mask 255.255.255.252, type 3, age 1108, metric 264, seq 0x80000001 to area 128

OSPF: No change for sum from intra-area route 192.168.0.12, mask 255.255.255.252, type 3, age 1108, metric 264, seq 0x80000001 to area 128

OSPF: No change for sum from intra-area route 192.168.0.8, mask 255.255.255.252, type 3, age 1108, metric 64, seq 0x80000001 to area 128

OSPF: No change for sum from intra-area route 192.168.0.4, mask 255.255.255.252, type 3, age 1108, metric 64, seq 0x80000001 to area 128

OSPF: running SPF for area 128

OSPF: Initializing to run spf

OSPF: No new path to 192.168.0.9

 It is a router LSA 192.168.0.9. Link Count 2

  Processing link 0, id 192.168.128.9, link data 192.168.128.5, type 1

   Add better path to LSA ID 192.168.128.9, gateway 192.168.128.6, dist 64

   Add path: next-hop 192.168.128.6, interface Serial3/7

  Processing link 1, id 192.168.128.4, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.128.7, gateway 192.168.128.4, dist 64

   Add path: next-hop 192.168.128.5, interface Serial3/7

 It is a router LSA 192.168.128.9. Link Count 4

  Processing link 0, id 192.168.128.10, link data 192.168.128.9, type 1

   Add better path to LSA ID 192.168.128.10, gateway 192.168.128.10, dist 128

   Add path: next-hop 192.168.128.6, interface Serial3/7

  Processing link 1, id 192.168.128.8, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.128.11, gateway 192.168.128.8, dist 128

   Add path: next-hop 192.168.128.6, interface Serial3/7

  Processing link 2, id 192.168.0.9, link data 192.168.128.6, type 1

  Ignore newdist 128 olddist 0

  Processing link 3, id 192.168.128.4, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.128.7, gateway 192.168.128.4, dist 128

   Add path: next-hop 192.168.128.6, interface Serial3/7

 It is a router LSA 192.168.128.10. Link Count 2

  Processing link 0, id 192.168.128.9, link data 192.168.128.10, type 1

  Ignore newdist 192 olddist 64

  Processing link 1, id 192.168.128.8, link data 255.255.255.252, type 3

   Add better path to LSA ID 192.168.128.11, gateway 192.168.128.8, dist 192

   Add path: next-hop 192.168.128.6, interface Serial3/7
OSPF: delete lsa id 192.168.128.7, type 0, adv rtr 192.168.0.9 from delete list

OSPF: insert route list LS ID 192.168.128.7, type 0, adv rtr 192.168.0.9

OSPF: delete lsa id 192.168.128.11, type 0, adv rtr 192.168.128.9 from delete list

OSPF: Add Network Route to 192.168.128.8 Mask /30. Metric: 128, Next Hop: 192.168.128.6

OSPF: insert route list LS ID 192.168.128.11, type 0, adv rtr 192.168.128.9

OSPF: Generate sum from intra-area route 192.168.128.0, mask 255.255.255.0, type 3, age 0, metric 64, seq 0x80000001 to area 0

OSPF: Sending update on Serial3/1 to 224.0.0.5

.

.

OSPF: Started Building External Routes

9. Connect to the same router you examined in step 1.  NYC_WAN is our example:
Gateway of last resort is not set

O IA 192.168.128.0/24 [110/140] via 192.168.0.5, 00:00:33, Serial3/0

     192.168.0.0/30 is subnetted, 3 subnets

O       192.168.0.8 [110/140] via 192.168.0.5, 00:23:06, Serial3/0

C       192.168.0.12 is directly connected, Serial3/1

C       192.168.0.4 is directly connected, Serial3/0
Questions:

· Look at the routers within Area 128.  Have their tables changed?  
· What are the benefits of this technique?
· What would happen if another route was added within Area 128?  What would the routers within the area see?  What about the core routers?
· Suppose you were to ping an address within Area 128 from NYC_WAN that doesn’t exist?  Where would your ping go?  Would someone reply that it’s unreachable?  If so, who?
Advanced Concepts, Stubby Networks (optional section)-

Concept Review-


With the last example, we demonstrated OSPF’s ability to abstract individual areas from the core.  By addressing the network correctly, and applying the proper configuration to the border routers, entire segments of the network appear as one route to the rest of the structure.  


But what about the areas themselves?  Can they use the same methodology for abstraction?  Most areas connect to the backbone via a single BDR.  In that respect, they need to only know routes within their area, and the single route that represents the exit to the backbone.   As an advanced section to the lab, try to configure the user area (AREA 128) for stubby and then totally stubby operation.  Some notes and important concepts have been included to assist you:

Notes:

· Stubby areas – do not see routes advertised as Type 5 (Inter-AS routes)

· Totally Stubby Areas – neither Type 3 or 4 SLA’s (ABR summary, Inter-AS summary respectively) or Type 5 are sent into this area.  Instead, one default route is passed in.

· All routers in an area must have the same value for Stubby or Totally-Stubby flags.  If two routers have different values, they will not form adjacencies.

Questions:

· What architecture best suits using a Totally Stubby Area?  (Hint: how many connections to the core would an area like this have?)

· When would a Stubby area be the best idea?

· Do routers in the user area still see intra-area routes?

· What is the benefit of using this functionality?  (Think about different areas: router hardware, bandwidth usage, convergence time.)

· What are the potential downfalls?

· Imagine that a route fails somewhere in the core.  A device in a Totally Stubby area tries to contact something beyond that downed route.  Who is going to respond that it is unreachable (which router)?

· A WAN link is flapping in the core.  The user area is currently configured as Totally Stubby.  Which routers in our setup see the updates?

Router ID is chosen from highest IP address assigned to the router.  Here, the router sees int s3/0 come up, and builds an LSA (Link State Advertisement) to inform it’s neighbor about it’s existence.  This is the first EXTART state of OSPF neighbor relationships, as routers inform one another of their existence.





Once the routers know of one another, they establish 2-WAY communication.  192.168.0.9 is LAGOS_WAN.  DBD (Database Datagrams) flow back and forth as routers exchange information. 





Note the different addressing!  192.168.0.5 is the other end of the serial connection, while 192.168.0.9 is LAGOS_WAN’s chosen OSPF router ID. 





OSPF has three router states on a network.  MDR (Master Domain Router), B(ackup)DR, and Drother.  Why are we chosen as MASTER?  Remember, ptp links always have a master on one side!





The two routers now can being synchronizing their routing tables.  Database request packets, and individual LS REQ (Link-state requests) are sent between the two.  Individual routes are exchanged as LSID’s. 





Nocie the SEQ number, which is incremented as the routes change, it prevents old routing info from corrupting a good table





The routers continually create, request, and transfer updates back and forth, building up their routing tables.  The debugging information here is very verbose, so much of this data is included in a single packet transfer.





�





Now that we’re actually routing, updates are sent to a multicast address 224.0.0.5  On multi-access networks like Ethernet, this saves overhead, but on a point to point is equivalent to a direct update.





OSPF Metric





Admin. Distance





Next Hop





Interface





Router detects topology change and begins running SPF algorithm.





LAGOS_WAN beings walking down the possible routes to destinations, computing the distance according to the next hop.  Using the Dijkstra algorithm it’s trying to compute the best path to networks.  As you can tell, since it must trace each route, this is EXTREMELY processor intensive.  This group is the first set of links, just representing LAGOS_WAN.  





It now begins considering routes from NY_WAN, as indicated by the router ID of 192.168.0.13  Link count from this router is 4.





As it processes each network, it compares the new computed distance with the old, only keeping the route if NEW<OLD





OSPF cleans up routes that didn’t fit criteria, and then adds the new route to the network 192.168.0.12.  This traffic used to share a route between NY and LONDON, but now, due to the metric change, NY is the only route.  





Networks from Area 128 have appeared.  





Each is flagged IA, for Inter-Area 





As usual, we have 


METRIC  


And


NEXT HOP





Our routes to Area 128 have been replaced by a single route here.   





Notice the metric value.  Where did the router get this metric from?  (Hint: look above at the table before we summarized!)   





OSPF Parameters, including STATE, TYPE, and ADDRESS





HELLO indicates how often a message is sent to determine if neighbor is up





DEAD, as you might imagine, is how long router will wait before determining neighbor is actually dead





DEAD





HELLO





Our new values are reflected.





And we have adjacency.





No change in individual routes 





But we can add a summary route that represents all those “sub” routes.  It takes up only one spot in the table!
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