
Cisco RIP Lab - Addendum

Because of hardware limitations (lack of working cables), we won’t be able to use  the topology designed in the original lab.  Our setup is almost the same, but lacking a link (or two).  Look over the original lab document, since it contains useful information about the protocol, debugging information, and Cisco specifics.  But we’ll use this document as a guide for today.

Goals / Problems:

1. Get a small team or group to work together on a router, just like last time (this time we’re limited to 5 networked routers, so it might be a little crowded).
2. Look at the attached topology, work as a class group, and come up with a suitable addressing scheme using the private address ranges discussed in RFC 1597.  Here’s a listing in case you don’t have the RFC handy:
	Start Address
	End Address

	10.0.0.0
	10.255.255.255

	172.16.0.0
	172.31.255.255

	192.168.0.0
	192.168.255.255


3. Once you’ve decided how to address each link and interface, split up into your respective groups and get to work on your own router.  You’ll want to bring up the interfaces, address them properly, and start up the RIP process.
4. Verify that you’re global topology is correct, and that each network is reachable.  This is probably going to be an intra-team and inter-team effort, which is the common case in industry buildouts.  When turning up WAN circuits, or links between different groups you almost always have to debug via the phone.  You have the advantage of being in the same room!
5. Verify that the routing table makes sense.  Use show ip route to see what it looks like.  Since RIP uses hop counts, it should be intuitive.
6. While you are working on this, I’ll hook up the Ethernet ports on 7000_3 and R_3 so we can ping from the workstations.  (Hopefully we can change the IP’s on some workstations in the room).  
7. Once we have a reasonably stable topology, let’s experiment with the failover time.  Make an educated guess as to what the maximum failover time in the network should be if we down a redundant core link.  Write it down.  Start an endless ping from a workstation through the network to the other end.  Issue a debug ip rip on your router (to show all the RIP debugging output, you can turn it off with undebug all).  Then down the main link between 7000’s.  Get a ball-park idea of how long it takes for the topology to converge.  Does this time seem appropriate?   
8. Change some of the timers using the timers basic command shown in the slides.  Come up with some values you think might work and give them a shot.  If you have time, try some that are completely unreasonable and see what they do to the topology (i.e. update interval less than fail interval).
Things you should turn in:

· A copy of the topology, complete with the IP addresses of each link. (This should be the same for the whole class). 
· A copy of your configuration script in your router, along with the names of members of your group (I’ll tell you how to get this in a minute).  This should be the final version before we start tweaking parameters to see what happens (before we do Step 7).
· A copy of the debugging output from your router during the redundant link test (during Step 7).
· Some answers to the following questions:
· What was the approximate failover time (in seconds)?  What was your maximum approximation?  How do they compare?
· Your debugging output from Step 7, with important events highlighted/underlined/etc.
· What values did you pick for your new timers?  How did they work?  You’ll probably have to repeat Step 7 to see!
How to log your telnet session on UNIX:

· Before you issue your telnet session, type script
· Everything that hits your terminal is now being logged in a file called “typescript”
· When done capturing, press CTRL-D.
· Be careful not to overwrite your scriptfile, rename it before running script again!  I suggest starting this at the beginning of your configuration stage, and simply letting it run.  When you’re done you can parse through the file and cut out the pieces you need. 
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