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A Probabilistic Approach to Online Eye Gaze
Tracking Without Personal Calibration

Jixu Chen, Member, IEEE, Qiang Ji, Senior Member, IEEE,

Abstract—Existing eye gaze tracking systems typically require an explicit personal calibration process in order to estimate certain
person-specific eye parameters. For natural human computer interaction, such a personal calibration is often cumbersome and
unnatural. In this paper, we propose a new probabilistic eye gaze tracking system without explicit personal calibration. Unlike the
traditional eye gaze tracking methods, which estimate the eye parameter deterministically, our approach estimates the probability
distributions of the eye parameter and eye gaze. By using an incremental learning framework, the subject doesn’t need personal
calibration before using the system. His/her eye parameter estimation and gaze estimation can be improved gradually when
he/she is naturally interacting with the system. The experimental result shows that the proposed system can achieve less than
three degrees accuracy for different people without calibration.

Index Terms—Gaze estimation, gaze calibration, dynamic Bayesian network.

✦

1 INTRODUCTION

Gaze tracking is the procedure of determining the
point-of-gaze on the monitor, or the visual axis of the
eye in 3D space. Gaze tracking systems are primarily
used in the Human Computer Interaction (HCI) and
in the analysis of visual scanning patterns. In HCI, the
eye gaze can serve as an advanced computer input [1]
to replace traditional input devices such as a mouse
pointer [2]. Also, the graphic display on the screen
can be controlled by the eye gaze interactively [3].
Since visual scanning patterns are closely related to
the attentional focus, cognitive scientists use the gaze
tracking system to study human’s cognitive processes
[4], [5].

Numerous techniques [6], [7], [8], [9], [10], [11],
[12], [13], [3] have been proposed to estimate the eye
gaze. Earlier eye gaze trackers are fairly intrusive in
that they require physical contacts with the user, such
as the attachment of a number of electrodes around
the eye [6]. In addition, most of these technologies
also require the user’s head to be motionless during
eye tracking. Nowadays, gaze tracking technology
based on video analysis of eye movements has been
widely explored. Since it does not require physical
contact with the user, video technology opens the
most promising direction for building a non-intrusive
eye gaze tracker. Various techniques [7], [14], [15], [8],
[9], [10], [11], [12], [13], [16], [3] have been proposed to
perform the eye gaze estimation based on eye images
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captured by video cameras. In general, these video-
based eye gaze estimation algorithms can be classified
into two groups: 2D mapping-based gaze estimation
methods [7], [8], [3], [17] and 3D gaze estimation
methods [12], [15], [9], [13], which estimate the 3D
visual axis of the subjects. A survey of eye tracking
techniques may be found in [18].

Recently, 3D methods are becoming more popu-
lar because of their high accuracy under free head
movement. However, current advanced 3D gaze es-
timation systems require a calibration procedure for
each subject in order to estimate his/her specific eye
parameters.

In this work, we propose a novel method to esti-
mate eye gaze without any explicit calibration pro-
cedure. In contrast to the traditional calibration pro-
cedure which asks the subject to fixate on several
points on the screen, we estimate eye parameters
and track the eye gaze when the subject naturally
looking at the screen without prompting. Our method
is based on exploiting the prior eye gaze distribution,
which is estimated either from a saliency map of an
image or from a generic Gaussian distribution. By
combining the prior eye gaze distribution with 3D
eye model, our method incrementally estimates the
eye parameters and the eye gaze without any explicit
personal calibration.

2 RELATED WORK

The related works on video-based gaze estimation
algorithms can be classified into two groups: 2D
mapping based gaze estimation methods and 3D gaze
estimation methods.

In traditional gaze estimation method, a 2D map-
ping approach learns a polynomial mapping function
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from the 2D features (e.g. 2D pupil glint vector) [8],
[11], [3], [17] or 2D eye images [7] to the gaze point on
the screen. For example, the widely used Pupil Center
Corneal Reflection(PCCR) technique [19], [8], [20],
[21], [22] is based on the relative position between
the centers of corneal reflection (glint) generated by
the light source and the pupil. After the pupil and
the glint are extracted from the image, the 2D pupil-
glint vector is mapped to the gaze point on the screen
by a polynomial mapping function.

However, the 2D mapping approach has two com-
mon drawbacks. First, in order to learn the person-
specific mapping function, the user has to perform
a complex experiment to calibrate the parameters of
the mapping functions. For example, in the calibration
procedure of [20], the subject needs to gaze at nine
evenly distributed points on the screen, or twelve
points for greater accuracy. Secondly, because the
extracted 2D eye image features change significantly
with head position, the gaze mapping function is very
sensitive to head motion. Morimoto and Mimica [8]
reported detailed data showing how the gaze tracking
systems decay as the head moves away from the
original calibration position. Hence, the user has to
keep his head unnaturally still in order to achieve
good performance. Methods have also been proposed
to handle head pose changes using Neural Networks
[3] or SVM [17]. These methods, however, either only
consider the in-plane head translation [3] or need
complex stereo cameras to obtain the 3D eye position
[17].

In contrast, the 3D gaze estimation is based on high
resolution stereo cameras[9], [12], [15], [13] or a single
camera with multiple calibrated light sources [14] to
estimate 3D eye features (e.g. the corneal center, the
pupil center, and the optical axis connecting them)
directly using the 3D reconstruction technique. The
visual axis is estimated from the 3D features, and the
gaze point on the screen is obtained by intersecting
the visual axis with the screen. However, this type
of method still needs person-specific calibration to
estimate the eye parameters. For example, Chen et al.
[13] proposed a 3D gaze estimation system with two
cameras and one IR light on each camera. This method
starts with the reconstruction of the optical axis of
the eye. The visual axis can be estimated by adding
a constant angle to the optical axis. However, the
angle between the visual and optical axes needs to be
estimated beforehand through a four-point personal
calibration procedure. Guestrin et al. [15] proposed to
estimate 3D gaze with two cameras and four IR lights.
Their calibration procedure only required the subject
to look at one point on the screen.

Most recently, some gaze estimation methods that
don’t use calibration have been suggested. Model
and Eizenman [23] proposed to estimate the eye pa-
rameters by exploiting the binocular constraint that
assumes that the visual axes of two eyes intersect

on the screen. However, because of the noise in the
measured optical axis, it is difficult to achieve accurate
results. For a standard 40cm×30cm flat monitor, when
the optical noise has the error of one degree, this
error will propagate and increase to five degrees in
the visual axis. Although they propose the use of
a larger monitor (160cm×120cm) or a pyramid ob-
servation surface to reduce the error, these devices
are often not available in real applications. The latest
work by Maio, Chen, and Ji[24] improves Model and
Eizenman’s method by imposing constraints on the
range of gaze and on that of the eye parameters. With
these constraints, the accuracy and robustness of the
method improves, therefore improving its practical
utility. The accuracy of the method, however, remains
low, compared with the gaze tracking methods that
use the traditional personal calibration. In addition,
the system requires two cameras to exploit the binoc-
ular constraint. The two camera system tends to limit
the head movement.

Sugano et al. [25] offered a 2D appearance-based
gaze estimation without calibration. They propose to
learn a mapping function (Gaussian Process Regress-
er) between the eye image and the gaze point. In order
to collect enough data to train this complex non-linear
mapping function, they ask the subject to watch a 10-
minute video. For each frame of the shown video,
they extract its saliency map [26], which represents the
distinctive image features attracting more attention.
Finally, by treating the saliency map as the probability
distribution of gaze, they generate the training gaze
points by sampling from the saliency map. However,
watching a movie for 10 minute for training is rather
burdensome for the user. Furthermore, since they
employ a 2D mapping method which doesn’t consider
head pose, the user has to fix their head on a chin rest.

In this paper, we propose an incremental proba-
bilistic 3D gaze estimation method which allows free
head movement and without explicit calibration. Our
method is based on combining prior gaze distribu-
tion with 3D eye model. We propose two methods
to estimate the gaze distribution: saliency map and
Gaussian distribution. The former estimates gaze pri-
or distribution by identifying the salient regions of
an image, while the latter assumes gazes follows a
Gaussian distribution with its means in the center
of the screen. Given the estimated prior gaze dis-
tribution, we propose two methods to estimate the
final gaze. First, unlike traditional 3D methods, which
estimate eye parameter and gaze deterministically,
the proposed method estimates the probability of eye
parameter and eye gaze, and can better handle the
uncertainty in the system. Second, we proposed an
incremental learning method to improve estimation
result gradually when the subject is naturally using
the system. In our system, no explicit calibration
process or calibration targets are used.

The experimental result shows that our system
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Fig. 1. Structure of the eyeball.

achieves less than three degrees average accuracy for
different people.

Compared to Sugano’s method [25], our method
has the following advantages. First, we propose a sys-
tematic probabilistic framework to derive the analytic
solutions to eye parameter and eye gaze, while their
method is primarily numerical via sampling. Second,
thanks to the incremental learning, our method does
not need an explicit training procedure. It keeps im-
proving the estimation as the user continues using
the system. Third, since computing the saliency map
is time consuming, we propose to use a more effi-
cient Gaussian distribution as an alternative. Finally,
because of the use of 3D gaze estimation method,
our method is more accurate and allows free head
movement.

3 3D GAZE ESTIMATION

Before introducing our method, we briefly summarize
the 3D gaze estimation techniques.

3.1 3D Eyeball structure

As shown in Figure 1, the eyeball is made up of the
segments of two spheres of different sizes [27]. The
smaller anterior segment is the cornea. The cornea
is transparent, and the pupil is inside the cornea.
The optical axis of the eye is defined as the 3D
line connecting the center of the pupil (p) and the
center of the cornea (c). The visual axis is the 3D line
connecting the corneal center (c) and the center of
the fovea (i.e. the highest acuity region of the retina).
Since the gaze point is defined as the intersection
of the visual axis rather than the optical axis with
the scene, the relationship between these two axes
has to be modeled. The angle between the optical
axis and visual axis is named kappa (κ), which is a
constant value for each person. In traditional gaze
estimation methods, κ is estimated through a personal
calibration.

3.2 3D Gaze Estimation

Here, we implement the 3D gaze estimation system
in [14], where the cornea center c and optical axis o

Light1
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Fig. 2. System Overview. One camera, and two lights
are installed on the aluminum framework
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Fig. 3. Ray diagram of our system with one camera
and two lights.

are directly estimated from a single camera and two
infrared lights, as shown in Figure 2. A simplified
ray diagram of this system is shown in Fig. 3. Here,
the cornea surface is modeled as a convex mirror
with radius R. l1,2 are two IR lights and q1,2 are
their reflections (glints) on the cornea surface. p is
the pupil center and the distance between p and c
is a constant K . Here, the positions of light and the
camera parameters are fixed and estimated through a
one-time system calibration. The two constant values
R and K are fixed. We use their typical value in [14].
In gaze estimation, given the pupil v and glints u1,2

positions in the image, p and c and the 3D optical
axis can be estimated directly by solving a system of
equations. Because of the image noise, the noise on the
final optical axis o estimation is about one degree. We
refer the reader to [14] for details.

3.3 Personal Calibration

The estimated 3D optical axis can be represented by
horizonal and vertical angles (o = (θ, ϕ)) as shown
in Figure. 4. The unit vector of the optical axis is
represented as:

vo =





cos(ϕ) sin(θ)
sin(ϕ)

− cos(ϕ) cos(θ)



 (1)
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The subject’s visual axis is estimated by adding κ =
(α, β) to the optical axis:

vg =





cos(ϕ+ β) sin(θ + α)
sin(ϕ+ β)

− cos(ϕ+ β) cos(θ + α)



 (2)

Finally, the gaze point g on the screen is estimated
by intersecting vg with the screen. Here, we use
a coordinate frame affixed on the screen, with the
screen plane as Z = 0, thus g can be written as
g = (gx, gy, 0)

T . This gaze point is determined by the
optical axis and κ :

g = g(o, κ) = g(ϕ, θ, α, β)

= c+ kc ·





cos(ϕ+ β) sin(θ + α)
sin(ϕ+ β)

− cos(ϕ+ β) cos(θ + α)



 .
(3)

, where c is the cornea center. Because the z-
component of g equals 0, the value of kc is :

kc =
cz

cos(ϕ + β) cos(θ + α)
. (4)

However, because κ varies for different subjects, it
needs to be estimated beforehand through calibration.
In traditional methods [14], [13], [15], the subject is
asked to look at N specific calibration points on the
screen: g∗

i , i = 1, .., N . The eye parameter can then
be estimated by minimizing the distance between the
estimated gaze points and these ground-truth gaze
points:

κ∗ = argmin
κ

∑

i

‖g∗
i − g(o∗

i , κ)‖ (5)

where o∗
i is the estimated optical axis when subject

is looking at the ith gaze point g∗
i . The traditional

gaze estimation method can be represented as Fig-
ure 5. During calibration, the eye parameter κ∗ is
estimated from the calibration gaze point g∗ and the
predicted optical axis o∗. During gaze estimation, the
eye parameter κ∗ is fixed, and a new optical axis
o is estimated from the camera. The gaze point is
determined by o and κ∗ through Eq. 3.

( ) ( )

Calibration

Gaze estimation

·¤

g = g(o; ·¤)

g
¤

o
¤

o g

p ( ) p( j ) p ( )

)

p ( ) p( j ) p ( )

Fig. 5. Diagram of traditional 3D gaze estimation.
where g∗ is ground-truth gaze.

4 PROBABILISTIC GAZE ESTIMATION

In the traditional methods, in order to acquire the
ground-truth gaze points to estimate κ, the subject has
to look at some specific points. This procedure is often
cumbersome and unnatural. Here, we propose a new
framework to estimate the probability of κ and eye
gaze without requiring the subject to look at specific
calibration points.

4.1 Proposed Probabilistic Framework

The basic idea is to replace the need of looking at
specific gaze points on the screen with a probability
distribution of the gaze. Given this idea, the subject
naturally interact with the images on the screen (in
full-screen mode), while his/her personal parameters
are implicitly estimated. We introduce two methods
to estimate the gaze probability distribution.

4.1.1 Gaze probability distribution from the saliency
map
First, we utilized the method in [26] to estimate the
saliency map of each image, which represents the
distinctive features in the image. Some examples of
saliency maps are shown in Figure 6. The experi-

Fig. 6. Examples of saliency map (p(g|I))

mental results in [26] shows remarkable consistency
between the saliency map and the gaze. Thus, given
the image I on the screen, the gaze distribution can be
represented as the conditional probability of the gaze
position p(g|I). Here, the only assumption we have
is that the user has a higher probability of looking at
the salient regions of the image.
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4.1.2 Gaussian Gaze Distribution

In the above section, we approximate the gaze proba-
bility distribution with the saliency map. The saliency
map was extracted from the image shown to the
user. While the saliency map can effectively approx-
imate the gaze distribution, computing the saliency
map for each image is time consuming. To alleviate
this limitation, in this section, we further extend our
method to more general scenarios where the subject is
watching a video or movie. Under such scenarios, we
relax the need of computing saliency map. Instead,
we assume the subject is naturally watching the com-
puter screen, and that most of the gazes (fixations)
are concentrated on the center of the screen, with
peripheral vision on the margins of the screen. This
assumption simply means the probability of a gaze
is located near the center is higher than away from
the screen center. This assumption is quite weak, but
it works well when people are watching videos or
movies because the movie cameraman usually capture
the videos with objects of interest in the center. This
assumption, however, may not work well for window
desktop user or for a person who surfs the Internet. To
empirically verify this, figure 7 shows the examples of
gaze distribution when different subjects are naturally
watching a randomly selected movie for 5 minutes.
It is clear that most gazes are focused on the center
region, while much fewer gaze fixations are in other
regions.

Fig. 7. Examples of natural gaze distribution when
people watch a video

Given this understanding, we can characterize the
gaze probability distribution as a simple Gaussian
distribution N (µ,Σ) (Figure 8). Its mean is located
in the center of the display (x = 640, y = 512), and
its variances can be empirically estimated based on
historical data.

Thus, the gaze probability can be either computed
from the saliency map p(g) = p(g|I) or from the
assumption of Gaussian gaze distribution, i.e, p(g) =
N (µ,Σ), where we have omitted the image ”I” from
p(g) since p(g) is the same for all images.

4.1.3 Probabilistic Gaze Estimation

Based on this gaze probability, we propose the new
gaze estimation framework shown in Figure 9. Notice

the center of the monitor:  

1. Experiment 1
Fig. 8. The Gaussian distribution as the prior distribu-
tion of the gaze. The display size is 1280× 1024

o g

o g
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Fig. 9. Diagram of the probabilistic gaze estimation.

the differences between our method and the tradition-
al method in Figure 5 :

1) Firstly, the traditional method needs to collect the
ground-truth gaze (g∗), when the subject is look-
ing at specific points during calibration, while our
method only needs the gaze probability p(g|I),
when the subject is looking at the image I .

2) Secondly, the traditional method estimates the
eye parameter κ∗ deterministically. However,
without ground-truth gaze, we cannot determin-
istically estimate the value of κ∗. Instead, we
estimate κ∗ probabilistically through the prob-
ability distribution of its measurement κ, i.e.,
p∗(κ). Notice that the groundtruth value of κ∗ is
a constant, but its measurement κ is a random
variable following p∗(κ) 1. The final distribution
of p∗(κ) will have one peak, which represents our
estimate of the true κ∗.

3) Thirdly, during gaze estimation, the traditional
method estimates gaze only from the optical axis
and κ∗, while our method first estimates the gaze
likelihood p(o|g) from the optical axis and p∗(κ),
then combines it with the gaze’s prior probability
p(g|I) (e.g. from the saliency map) to estimate
gaze posterior probability.

This framework is mainly composed of two parts:
probabilistic eye parameter estimation and probabilistic
gaze estimation. We discuss them separately in the
following two sections.

1. The measurement κ follows conditional probability p∗(κ|κ∗).
Because κ∗ is a constant, we use p∗(κ) for notational clarity.
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4.2 Probabilistic Eye Parameter Estimation

In this section, we discuss the method to estimate
eye parameter (κ) probability from gaze probability
(e.g the saliency map). Firstly, we introduce a gen-
eral graphical model to represent the relationships
between the shown image (I), eye gaze (g), optical
axis (o), and the eye parameters (κ).

Fig. 10. Probabilistic relationships in BN.

Figure 10 is the Bayesian Network (BN) [28] that
represents the probabilistic relationships. The nodes in
the BN represent random variables, and the links rep-
resent the conditional probability distributions (CPDs)
of nodes given their parents. Based on the gaze prob-
ability map and the eye model, we define the CPDs
as follows:

1) p(g|I) : g is a two dimensional vector g = (x, y),
which represents the location of the gaze on
the screen (According to the resolution of the
monitor, the gaze position is discretized in the
range: 0 < x < 1280, 0 < y < 1024). The link
I → g is quantified by p(g|I) which is the gaze
probability distribution estimated from image.

2) p(o|g, κ) : o has two parents g and κ. As dis-
cussed above, the camera in a gaze system cannot
directly observe the visual axis and the gaze. It
can only observe the optical axis (o) as the mea-
surement of gaze (g). In the traditional method,
o is a deterministic function of g by subtracting
a constant bias κ, ignoring any uncertainties.
In our proposed method, considering the noise
in the gaze system, we model the conditional
probability as a Gaussian distribution:

p(o|g, κ) = N (f(g, κ),Σ) (6)

where o = (θ, ϕ)T is a 2-D vector. f(g, κ) is
the inverse function of Eq. 3, which estimates
the optical axis by subtracting κ from the visual
axis. Based on Eq. 3, the directional vector of
visual axis can be computed as d = g − c, and
the horizontal and vertical angles of the visual
axis are arctan(dx/dz) and arctan(dy/

√

(d2x + d2z))
respectively. Finally, the optical axis is o =
(arctan(dx/dz) − α, arctan(dy/

√

(d2x + d2z)) − β)T .
Σ models the noise of the optical axis which is
estimated from 3D gaze estimation system in [14]
which is discussed in section 3.2. (According to

previous tests of this system, we set the standard
deviation of the optical axis as one degree on both
θ and ϕ.)

Now, based on the BN model, eye parameter es-
timation is solved as an inference problem in the
BN, which estimates the posterior probability p(κ|o, I)
given the optical axis and the shown image. Based on
the conditional independencies in the BN model in
Figure 10, the probability of κ can be written as:

p(κ|o, I) =
∫

g
p(κ,g|o, I) =

∫

g

p(g|I)p(o|g,κ)·p(κ)·p(I)
p(o,I)

∝
∫

g
p(g|I)p(o|g, κ)

(7)
p(g|I) is the gaze probability map; p(o|g, κ) is the
Gaussian distribution as defined in Eq.6. Notice that,
the prior probability p(κ) is initially assumed to be
a uniform distribution, thus p(κ) is a constant. p(I)
and p(o, I) are constant because I and o are given.
Here, Eq.7 is a one-step belief propagation that prop-
agates the probability from the gaze to κ given one
optical axis. The gaze position is discrete in limited
range; thus the integral in the above equation can be
approximated by summation.

Figure 11(C) shows an example of the estimat-
ed eye parameter probability. Here, we collected 40
optical axes when the subject was looking at the
image in 11(A). i.e., the training optical axes are
o1,..,40 and their corresponding shown images I1,..,40
are the same. Assuming these optical axes o1,..,40

are conditionally independent to each other, we can
estimate the κ probability as the product of each single
probability:

p∗(κ) = p(κ|o1,..,40, I1,..,40) ∝
40
∏

i=1

∫

gi

p(gi|Ii)p(oi|gi, κ)

(8)

(A) (B) (C)

Fig. 11. Probabilistic Eye Parameter Estimation. (A) is
the shown image. (B) is the gaze probability map p(g|I)
of the image estimated from the saliency map. (C) is
the estimated probability distribution of eye parameter
p∗(κ). (x-axis represents α and y-axis represents β.)

Based on the biological study, eye parameters
should be in a limited range for normal eyes. Here
we restricted the eye parameter in the range −10o <
α < 10o and −10o < β < 10o.

4.3 Probabilistic Gaze Estimation

Given the estimated eye parameter probability p∗(κ),
we can estimate the gaze probability. For consistency,
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this derivation is based on the same BN model in
Figure 10. Unlike the eye parameter estimation, the
estimated p∗(κ) is now used as the prior probability
of the κ node. Then, the probability of the gaze, given
the optical axis and the shown image, can be written
as:

p(g|o, I) ∝ p(g|I)p(o|g) (9)

where p(g|I) is the prior probability of gaze from
either the saliency map of the shown image I or the
Gaussian gaze distribution, and p(o|g) is the gaze
likelihood, which can be derived from p∗(κ) as:

p(o|g) =

∫

κ

p(o|g, κ)p∗(κ) (10)

Note that all the derivations above are only valid
based on the conditional independencies in the BN
model.

Thus, the probabilistic gaze estimation is composed
of the following steps:

1) First, we estimate the gaze prior probability dis-
tribution p(g|I) either from the saliency map or
from the Gaussian gaze distribution.

2) Then, we estimate the likelihood gaze map
p(o|g), given the current optical axis and the eye
parameter prior p∗(κ), based on Eq. 10.

3) Finally, the product p(g|I)p(o|g) represents the
gaze posterior probability map p(g|o, I). Given
the posterior probability, the maximum posterior
point is selected as the gaze point g∗:

g∗ = argmax
g

p(g|o, I) (11)

The results of the three steps are shown in Figure.
12. Here we compare our method with the traditional
gaze estimation method, which uses 9-point calibra-
tion to calibration the eye parameter. The traditional
method can achieve one degree of accuracy. The peak
in our posterior probability map is very close to the
estimated gaze of the traditional method as shown in
Figure 12, but our method does not need any explicit
calibration.

5 INCREMENTAL LEARNING FOR GAZE ES-
TIMATION

The above probabilistic framework includes two
stages. First, p∗(κ) is estimated when the subject is
looking at the training images. Then, his/her gaze is
estimated when he/she is looking at the test images.

In order to provide a more natural user experience,
we propose an incremental learning algorithm for our
probabilistic framework. This new framework does
not need any prior training. It can quickly adapt to
the user, and incrementally improves gaze estimation
accuracy as the subject uses the system.

We first assume the initial distribution of κ as
uniform. When the subject starts to use the system,

(C) (D) (D)

(A) Image (B)

Fig. 12. Probabilistic Gaze Estimation. (A) is the shown
image. (B) is the saliency map p(g|I) of the image.
(C) is the gaze likelihood map given the optical axis.
(D) is the gaze posterior probability map. The triangle
shows the maximum posterior point. The circle shows
the estimated gaze using the traditional method.

we record a sequence of his optical axes ot,..,1. Giv-
en the corresponding shown image sequence It,..,1,
the incremental learning framework continually up-
dates the estimations of κ and gaze given all previ-
ous information, i.e. estimating p(κt|It,..,1,ot,..,1) and
p(gt|It,..,1,ot,..,1). We employ a recursive updating
procedure detailed as follows.

Fig. 13. DBN for incremental learning.

For incremental learning, we first extend the BN
to a dynamic BN (DBN) model as shown in Figure
13. In general, a DBN is comprised of interconnected
time slices of static BNs. One important assumption of
DBN is first-order Markovian, i.e., given the state of
the closest previous time slice, the current time slice
is independent from other past time slices. Thus, in
Figure 13, we only show the DBN of the current and
previous time slices. It includes two kinds of links.
Intra-frame links in the current time slice are the same
as the BN model we set before and inter-frame link
from κt−1 to κt captures the temporal relationships.
Base on the anatomy, κ cannot vary much over time.
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Thus, we model it as a Gaussian distribution:

p(κt|κt−1) = N (κt−1,Σk) (12)

where Σk is the covariance matrix which allows κt to
vary in a small range around the previous estimation
κt−1. It depends on the uncertainty in our system.
Here we empirically set the standard deviations of αt

and βt to one degree , i.e. Σk is an identity matrix.
Given the above temporal relationship in the DBN,

the probability of κ can be updated recursively. Firstly,
we predicted the prior probability of the current κt

based on its previous probability, as shown in Eq. 13.

p(κt|It−1,..,1,ot−1,..,1)

=

∫

κt−1

p(κt|κt−1)p(κt−1|It−1,..,1,ot−1,..,1)
(13)

where p(κt−1|It−1,..,1,ot−1,..,1) is the κ probability
from the previous time frame. Since the temporal CPD
p(κt|κt−1) is a Gaussian distribution, this integral is
implemented by a convolution of previous κ proba-
bility map with a Gaussian kernel. (In the first time
frame, when no prior information of κ is available,
we assume p(κ1) is uniformly distributed.)

Based on the predicted temporal prior probability
p(κt|It−1,..,1,ot−1,..,1), the current probability of gt

and κt can be derived as the filtering problem in the
DBN :

p(gt|It,t−1,..,1,ot,t−1,..,1)
∝ p(gt|It) ·

∫

κt

p(ot|gt, κt)p(κt|It−1,..,1,ot−1,..,1)
(14)

p(κt|It,t−1,..,1,ot,t−1,..,1)
∝

∫

gt

p(gt|It)p(ot|gt, κt) · p(κt|It−1,..,1,ot−1,..,1)
(15)

The current estimation of p(κt|It,t−1,..,1,ot,t−1,..,1) is
updated recursively from its previous estimation
p(κt−1|It−1,..,1,ot−1,..,1), based on Eq.13 and Eq. 15.

Letting p∗(κt) = p(κt|It−1,..,1,ot−1,..,1) and p′(κt) =
p(κt|It,..,1,ot,..,1), the above incremental learning al-
gorithm can be summarized in Algorithm 1.

Compared with the probabilistic framework in Fig-
ure 9, the diagram of this incremental learning algo-
rithm is shown as Figure 14.

An example of the incremental learning of p′(κt) is
shown in Figure 15. The estimated p′(κ1) for the first
time frame has a high probability in multiple regions.
By updating its probability incrementally, it gradually
converges to a single peak after twenty time frames.

The estimation of κ is shown in Figure 16. Note
that our algorithm used the whole κ probability map
rather than a single point. Here, we show the maxi-
mum point in the probability map (Fig.15) as our κ
estimation. κ = (α, β) includes two parameters which
are shown in separate figures.

Note the relationship between the BN and the DBN
models. The only difference between the DBN and the
BN is that the DBN considers the temporal prior of
κt, and continues updating it over time. For example,

Algorithm 1 Incremental Gaze Estimation Algorithm

t← 1
Set p∗(κ1) as uniform distribution.

Estimate the first gaze:
p(g1|I1,o1) ∝ p(g1|I1) ·

∫

κ1

p(o1|g1, κ1)p
∗(κ1)

Update κ probability :
p′(κ1) ∝

∫

g1

p(g1|I1)p(o1|g1, κ1)
loop
t← t+ 1
Temporal belief propagation p′(κt−1)→ p∗(κt) :

p∗(κt) =

∫

κt−1

p(κt|κt−1)p
′(κt−1)

Probabilistic gaze estimation:
p(gt|It,..,1,ot,..,1) ∝ p(gt|It) ·

∫

κt

p(ot|gt, κt)p
∗(κt)

Update κ probability:
p′(κt) ∝

∫

gt

p(gt|It)p(ot|gt, κt) · p∗(κt)
end loop

(A) t=1 (B) t=4 (C) t=8

(D) t=12 (E) t=16 (F) t=20

Fig. 15. Incremental learning of p′(κt).

(a) Estimation of alpha. (b) Estimation of beta.

Fig. 16. Estimation of κ in incremental learning. The
estimated α and β are shown as solid lines, and
their ground-truth value from calibration are shown as
dashed lines. In the beginning, this estimation oscil-
lates significantly because the probability map has-
n’t converged, and it includes several peaks (Fig.15).
Finally, the estimate α converges to the groundtruth
values.
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Fig. 14. Diagram of incremental probabilistic gaze estimation.

if letting p∗(κ) = p(κt|It−1,..,1,ot−1,..,1), Eq. 14 is
the same as Eq. 9; if letting p(κt|It−1,..,1,ot−1,..,1) be
uniform distribution, Eq. 15 is the same as Eq. 7.

6 EXPERIMENTAL RESULTS

We evaluate our system when the subject is looking at
a standard 19-inch monitor (37.63cm×30.11cm). Our
system allows free head movement, the range of the
distance between the monitor and the subjects’ eyes is
about 45−70cm. To evaluate the traditional gaze esti-
mation method, the subjects are often asked to look at
some points on the screen. The gaze estimation error
can be computed as the distance between these points
and the estimated gaze points. In our method, the
user does not need to look at any specific points. To
evaluate our system, we implemented the traditional
3D gaze estimation system [14]. This system is first
calibrated by asking the subject to look at nine points
on the screen. The average accuracy of this system is
one degree for different subjects. We compared our
proposed method with this system.

To evaluate our method, we collected the optical
axes of five subjects while they viewed the images
on the screen. Each image displayed for about four
seconds on the screen. Our gaze system collects eighty
optical axes for each image (our gaze system captured
the video of the eye and estimated the optical axes
at 20 frames per second). Because the relationship
between the saliency and gaze cannot be guaranteed
during saccadic eye movements, we remove the sac-
cadic movement in two steps. First, when the subject
is looking at images, when he/she switches the image,
we filter out the data in the beginning (< 300ms)
since we believe most of the gaze movements in

the beginning are saccadic movements. Second, as
the study continues, most of eye gaze movements
are fixations and we filter out some very short gaze
fixations (less than 100ms) and treat them as saccadic
eye movements. Our study shows that less than 10%
movements are saccadic eye movements after the
initial stage.

To show the advantages of the incremental learn-
ing, we compared the incremental learning algorithm
(Section 5) to the batch training method in Section.4.2.

6.1 Batch Training for Gaze Estimation

For batch training, we divided the eighty time frames
when the subject viewed one image into training data
(forty frames) and testing data (forty frames). Each
subject viewed five images in this experiment. Please
notice that we only use images with clear salient ob-
jects in our experiment. The saliency entropy is used
as the criteria to select images from Google image
search. Specifically, only images with entropy lower
than 13 are selected in our experiment. These images
usually have some clear salient objects as shown in
Figure 17. For comparison, we also selected some poor
images with high saliency entropy to study the impact
of poor saliency map in section 6.3.

We used leave-one-image-out cross validation, i.e.
when testing on forty frames of one image, we
first learned the eye parameter probability from the
training data of the other four images (Section.4.2).
Saliency map is used to approximate the gaze prior
distribution.

For a more effective system, we wanted to use less
training data, because more training time may make
the subject bored and easily distracted. We tested the
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dependency of our method on the amount of the
training data by using 160, 80, 40, and 20 frames of
training data, i.e. 40, 20, 10, and 5 frames for each
training image.

The average error and the standard deviation of er-
ror (over 200 test frames) are shown in Table 1. When
the training frames were reduced, the average error
did not increase much, but the standard deviation
increased significantly because the eye parameter map
did not converge yet. The average gaze estimation
error of our proposed method achieved 2.40o when
there was enough training data (160 frames, about
eight seconds), and remained low (2.5o) with only 20
frames (less than one second).

6.2 Incremental Learning for Gaze Estimation

Based on our incremental learning algorithm, the
system doesn’t need to estimate the eye parameter
probability beforehand using training frames. This
system can automatically update the eye parameter
probability and estimate the gaze when the subject
starts using the system. Again, saliency map is used
to approximate the gaze prior distribution.

The gaze estimation error and the standard de-
viation for the first 20, 40, 80, 120, 160, and 200
frames are shown in Table. 2. Although the error
is large for the first few frames (<20 frames), it
decreases quickly as the subject uses the systems.
Compared with the batch training, the incremental
learning achieves similar performance for the first
twenty frames. However, when the subject is using the
system, incremental learning continues improving the
performance and can achieve an average accuracy of
17.07mm (1.77o) for the first 200 frames. This process
is done automatically, naturally, and without any user
knowledge. This result outperforms the batch method
in Section 6.1 because of the gaze temporal continuity.
Furthermore, in the incremental learning experiment,
training and testing frames are collectd when a subject
is viewing the same set of images, while in the batch
training experiment we use leave-one-image-out cross
validation. The estimator’s performance is always
better than when testing the estimator using a data
that is not part of the training data.

Some gaze estimation results (in both the original
image and the saliency map) of subject 1 are shown
in Figure 17. Without calibration, the results of our
method are close to the results of the system with 9-
point calibration. The subject may look at some region
with low saliency, such as the white paper in the
person’s hand in Figure 17(A). In this case, by incre-
mentally improving the eye parameter estimation and
by combining gaze likelihood with the saliency map,
our method can still follow the true gaze positions.

Please notice that both batch and incremental algo-
rithm depends on the gaze prior probability (saliency
map) p(g|I) in two aspects. First, eye parameter esti-

(A)

(B)

(C)

(D)

(E)

Fig. 17. Probabilistic Gaze Estimation Result. The red
rectangles are the results of our proposed method. The
blue circles are the results of the traditional method
with 9-point calibration. Images in the left column in-
clude the gazes superimposed on the original image,
while the right column includes the gazes superim-
posed on the saliency map.

mation depends on the integral of this prior probabil-
ity as shown in Equation 15. Second, gaze posterior
probability is estimated as the production of this prior
and the gaze likelihood as shown in Equation 14. Prior
probability is necessary in eye parameter estimation
step, but it may not be necessary for gaze estimation
step if the eye parameter is already accurately esti-
mated so that the gaze likelihood itself is sufficient.
Figure 18 shows the average error of posterior gaze
estimation and the error of the gaze estimation with
likelihood only, e.g., changing the prior in Eq.14 to
uniform distribution. We can see that proposed gaze
prior plays an important role in correcting the gaze
estimation errors in the initial 150 frames but its role
gradually diminishes as the frames go on. In fact,
after 160 frames, the gaze likelihood achieves the
same level of accuracy as the posterior estimation.
This demonstrates that the posterior estimation is
beneficial in the beginning when the eye parameter
estimation has not converged (as shown in Fig. 15),
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TABLE 1
Gaze estimation error of five subjects with different training data size. Eye parameters are trained though batch

training.

Training data size 20 frames 40 frames 80 frames 160 frames
[mm] [deg.] [mm] [deg.] [mm] [deg.] [mm] [deg.]

Subject 1 23.6 2.45 23.4 2.43 23.1 2.40 21.0 2.18
Subject 2 19.0 1.98 17.6 1.83 18.5 1.92 18.6 1.93
Subject 3 16.4 1.70 16.0 1.66 15.8 1.64 15.5 1.61
Subject 4 28.4 2.95 28.1 2.93 26.7 2.77 27.8 2.89
Subject 5 33.0 3.43 32.6 3.39 32.2 3.34 32.7 3.40
Average 24.0 2.50 23.5 2.45 23.2 2.41 23.1 2.40

Std. 16.1 1.67 12.6 1.31 6.7 0.70 5.6 0.58

TABLE 2
Gaze estimation results of five subjects for the first N frames (N=10,20,40,80,120,160,200). Eye parameters are

automatically updated after each frame.
Training data size 20 frames 40 frames 80 frames 120 frames 160 frames 200 frames

mm deg. mm deg. mm deg. mm deg. mm deg. mm deg.
Subject 1 16.7 1.73 19.3 2.01 19.9 2.07 19.6 2.04 18.2 1.89 17.3 1.80
Subject 2 24.0 2.50 19.8 2.06 18.3 1.90 17.7 1.84 18.2 1.89 17.3 1.80
Subject 3 15.4 1.60 15.2 1.57 14.9 1.54 14.5 1.50 15.4 1.59 15.4 1.59
Subject 4 39.4 4.09 28.4 2.95 21.2 2.20 18.4 1.91 19.9 2.06 19.9 2.07
Subject 5 28.3 2.95 27.0 2.81 20.1 2.09 16.2 1.68 15.4 1.60 15.4 1.60
Average 24.8 2.57 21.9 2.28 18.9 1.96 17.3 1.80 17.4 1.81 17.0 1.77

Std. 16.7 1.72 10.1 1.04 6.6 0.69 5.5 0.57 4.5 0.46 4.3 0.44

Fig. 18. Comparison of gaze estimation with posterior
probability and gaze estimation with likelihood only.

but the two methods are asymptotically equivalent
when there is enough training data.

Compared to the most recent calibration-free gaze
estimation method [25], which asks the subject to
watch a ten-minute video for training and achieves
an accuracy of six degrees, our proposed method
doesn’t need training data beforehand and can adapt
to the user very quickly (in 80 frames or less than
four seconds), and continues to improve the accuracy
as person uses it. The average accuracy can achieve
1.77 degrees. Furthermore, in our 3D gaze estimation
framework, the subject can have natural head move-
ment without fixing his/her head in a chin-rest.

6.3 Gaze Estimation with Low-quality Saliency
Map

Above saliency-based gaze estimation depends on the
quality of saliency map. Here, we consider two cases
of low-quality saliency map.

First, we tested our incremental learning algorithm
when the subjects are looking at images without
salient objects. As discussed in section 6.1, we selected
100 bad images with high entropy from Google image
search. Some example images are shown in Figure 19.
In this case, the high-salient regions are evenly dis-
tributed in the images. We randomly select 5 images
out of 100 bad images in our experiment. The gaze
estimation error is summarized in Table 3. Compared
to Table 2, the error increases significantly because the
salient map cannot provide good prior information for
these images.

Second, we consider the case when the image
includes salient objects but the saliency estimation
algorithm cannot predict an accurate saliency map. To
simulate the saliency estimation error, we add noise to
the saliency map. For each pixel in the saliency map,
we add a uniform noise ε = U(0, σ). The saliency
map with noise level σ = 0.8, 1.6, 2.4 are shown
in Figure 20. The average gaze estimation error are
shown in Table 4. When the noise is large, the saliency
region is ambiguous in the map and the gaze error
increase significantly. The above experiments show
that the success of saliency-based gaze estimation
highly depends on the quality of saliency map.

6.4 Probabilistic Gaze Estimation with Gaussian
Gaze Distribution

In this section, we study the performance of gaze
estimation without using saliency map but instead
assuming gazes are normally distributed with the
mean in the center of the screen as discussed in section
4.1.2. Specifically, each user was unconscious of the
gaze tracking system. He/she was naturally watching
a movie in full screen mode. The experiment lasted
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Fig. 19. Saliency maps (bottom row) of images without
salient objects (top row).

TABLE 3
Gaze estimation error (in degree) of five subjects

looking at images without salient objects.
Training
data size

20
frames

40
frames

80
frames

120
frames

160
frames

200
frames

Subject 1 3.47 1.97 1.85 2.06 2.35 2.52
Subject 2 3.34 3.38 2.88 2.61 2.29 2.14
Subject 3 3.96 3.82 3.34 2.96 2.76 2.76
Subject 4 8.15 6.16 4.59 3.75 3.35 3.03
Subject 5 6.67 5.85 4.98 4.58 3.92 3.52
Average 5.12 4.24 3.53 3.19 2.94 2.80

about five minutes. The gaze estimation algorithm
is similar to Algorithm 1. The difference is that we
assume gaze follows a Gaussian distribution for each
gaze point p(gt). Thus, the probability distribution
p(gt|It) derived from the saliency map is replaced by
Gaussian probability distribution p(gt).

Our camera system captured totally 6000 optical
axes in this five-minute experiment. The gaze estima-
tion error for five subjects are summarized in Table 5.
Please note that the results in Table 5 and the results of
saliency map in Table 2 are based on different testing
data sets, so that they are not directly comparable.
However, we can at least draw the following conclu-
sion: The gaze estimation with Gaussian prior needs
longer time to converge (from a few seconds to five
minutes) and if given enough training time (after 3000
frames), this method can achieve the same level of
accuracy as the saliency map based method.

6.5 Eye Parameter Estimation

In our incremental learning, we continue updating the
κ probability map in the experiment. After the experi-
ment, we can extract the maximum point in the prob-
ability map as our estimation of eye parameter κ. This
is our best estimation of κ after improving it using all
the training frames. We extract κS using 200 frames in
saliency-based incremental method (Sec.6.2), κB using
saliency-based batch method (Sec.6.1), and κG using
6000 frames in Gaussian-based method (Sec. 6.4). We
compare our eye parameter estimation with κ∗ which
is obtained from nine-point calibration in Table 6. We
can see that our eye parameter estimate is close to the
eye parameters from calibration. We also notice that,
given enough training data, the eye parameters using
batch and incremental methods are very similar.

Fig. 20. Saliency maps with different levels of noise.

TABLE 4
Average gaze estimation error (in degree) of five

subjects for the first 200 frames with noisy saliency
map.

Noise Level σ 0 0.8 1.6 2.4
Gaze Error 1.77 1.79 2.06 2.75

In order to further evaluate our eye parameter esti-
mation, we ask the person to look at nine fixed points
on the screen. We estimate gazes using κ∗, κB , κS and
κG respectively and take the fixed points as ground-
truth to compute the gaze estimation errors. The gaze
estimation errors and the horizontal and vertical angle
bias of the five subjects are summarized in Table 7.
Here, the estimation bias is accessed using the mean

signed difference (MSD): MSD(x) =
∑n

i=1
(x̂i−xi)

n
,

where x̂i is the estimate and xi is the ground truth.
We also compute the error and bias when we directly
use the optical axis to estimate gaze without any cali-
bration, i.e., set κ = (0, 0). As expected, the estimation
error with optical axis is very large. The error of our
method with saliency map or Gaussian prior is a
little higher than the calibration-based method, but
our method doesn’t need the cumbersome calibration
procedure, and it can keep improving the gaze esti-
mation when the user continues using the computer
naturally.Notice that, compared to the average error
of the first N frames in Table 2 and 5, this is the
error using the eye parameter after N frames training
procedure. Thus this gaze estimation error is smaller.

7 CONCLUSION

In this paper, we proposed a new probabilistic gaze
estimation framework by combining the saliency map
with the 3D eye gaze model. Compared to the
traditional method, our proposed approach doesn’t
need the cumbersome and unnatural personal cali-
bration procedure. Compared with the most recent
calibration-free method [25], our system allows nat-
ural head movement. In addition, by considering
the uncertainties of eye parameter and gaze in our
probabilistic framework, our system significantly im-
proves the accuracy from six degrees to less than
three degrees. By using a novel incremental learning
framework, our system doesn’t need any training data
from the subject beforehand. It can adapt to the user
quickly and improves its performance as the subject
naturally uses the system. Finally, we further extend
our system without computing the saliency map by
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TABLE 7
Comparison of gaze estimation error using the estimated eye parameters (κS, κG) and the error using the

calibrated eye parameters κ∗.

Subject κ
∗

κ
G

κ
B

κ
S Optical Axis

error bias error bias error bias error bias

1 1.0 (-0.3,0.1) 1.0 (-0.2, 0.3) 1.0 (-0.2,0.3) 1.0 (-0.2,0.2) 2.7 (2.6,-0.5)
2 1.0 (-0.4,-0.3) 1.3 (-0.5,-0.9) 1.0 (-0.3,0.3) 1.0 (-0.4,0.2) 4.3 (-3.2, 2.7)
3 0.9 (0.7,0.1) 1.2 (1.0,0.5) 1.0 (0.7,0.3) 1.0 (0.7,0.5) 3.4 (-2.7,1.9)
4 1.1 (0.1,-0.4) 1.2 (0.6,-0.4) 1.3 (0.8,0.5) 1.3 (0.8,0.5) 3.1 (-2.5, -1.5)
5 1.3 (0.3, 0.6) 1.9 (-0.1,1.3) 1.4 (0.2, -0.7) 1.5 (0.2, -0.8) 1.4 (0.7, -0.6)

TABLE 5
Gaze estimation error (in degree) of five subjects for

the first N frames. The gaze prior is assumed as
Gaussian distribution.

Training
data size

100
frames

1000
frames

2000
frames

3000
frames

4000
frames

5000
frames

6000
frames

Subject 1 5.46 4.60 3.54 2.61 2.22 1.84 1.62
Subject 2 2.94 1.59 1.03 1.42 1.45 1.51 1.51
Subject 3 3.83 3.60 2.24 1.81 1.54 1.30 1.16
Subject 4 3.95 1.75 1.88 1.51 1.33 1.38 1.33
Subject 5 3.56 2.11 2.27 1.64 1.28 1.10 1.02
Average 3.94 2.73 2.19 1.80 1.57 1.43 1.32

TABLE 6
Comparison of the estimated eye parameters κS and
κG against the eye parameters κ∗ from calibration.

Subject κ∗ κG κB κS

α β α β α β α β

1 -3.11 0.02 -3.0 0.2 -3.0 0.2 -3.0 0.0
2 3.07 -2.43 3.0 -3.0 3.2 -2.4 3.0 -2.4
3 3.51 -1.33 3.8 -1.0 3.4 -1.2 3.4 -1.0
4 2.51 1.01 3.0 1.0 3.2 1.8 3.2 1.8
5 -0.51 1.02 -1.0 1.6 -0.6 -0.2 -0.4 -0.2

assuming the prior gaze distribution follows a Gaus-
sian distribution, with a mean located in the center
of the screen. This not only improves the speed of
our method (without the need of computing saliency
map), but also extend its application scope.
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