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An analytic model is developed for the droop in the efficiency-versus-current curve for

light-emitting diodes (LEDs) made from semiconductors having strong asymmetry in carrier

concentration and mobility. For pn-junction diodes made of such semiconductors, the

high-injection condition is generalized to include mobilities. Under high-injection conditions,

electron drift in the p-type layer causes a reduction in injection efficiency. The drift-induced

leakage term is shown to have a 3rd and 4th power dependence on the carrier concentration in the

active region; the values of the 3rd- and 4th-order coefficients are derived. The model is suited to

explain experimental efficiency-versus-current curves of LEDs. VC 2012 American Institute of
Physics. [http://dx.doi.org/10.1063/1.4704366]

The Shockley theory for pn junctions, which accurately

predicts the exponential relationship between current and

voltage, is limited to the low-level-injection regime.1 The

low-level-injection condition in an nþp junction is defined as

the regime in which the injected electron concentration at

the edge of the p-type neutral layer, Dnp(0), is much smaller

than the equilibrium hole concentration, pp0, that is

Dnpð0Þ � pp0: (1)

This condition ensures that the conductivity of the depletion

layer is much lower than the conductivity of the p-type neu-

tral layer so that an incremental voltage applied to the pn-

junction diode drops predominantly across the depletion

layer, rather than the p-type neutral layer. However, if elec-

trons and holes have strongly different mobilities, e.g.,

ln> 10 lp, the above condition is insufficient. In case of a

large disparity between electron and hole mobility, the low

injection condition needs to be generalized2

Dnpð0Þln � pp0lp: (2)

Equation (2), which is more stringent than Eq. (1), illustrates

that high-level injection can be more easily reached in

pn-junction diodes made of semiconductors with a strong

asymmetry in electron and hole mobility (ln� lp). Semi-

conductors with such strong asymmetry, which also exhibit

the efficiency droop, include GaN (Refs. 3 and 4) (exhibiting

droop at 300 K) as well as AlGaInP (Ref. 5) (exhibiting

droop at cryogenic temperatures). It was shown that the onset

of the efficiency droop in GaInN light-emitting diodes

(LEDs) indeed occurs in the high-level injection regime.2

Next, we consider the transition from low-level to high-

level injection. If the resistance of the depletion region

equals that of p-type neutral region, an incremental applied

voltage will drop in equal parts across these regions and the

diode has entered the high-level-injection regime. For an

nþp diode, this can be modeled by a varistor RDepletion in se-

ries with a resistor Rp-Layer, representing the depletion-layer

and p-type layer, respectively. The p-type layer resistance is

given by Rp-Layer¼ Lp-Layer/(e lp pp0 A), where Lp-Layer, e,

and A are the p-type layer thickness, the elementary charge,

and the junction area, respectively. The deletion-layer resist-

ance is approximately given by RDepletion � WDepletion/(2e
Dnp(0) ln A); (in fact, this is an upper limit). Equating the two

resistances yields a condition for the onset of high injection,

Dnpð0Þln �
WDepletion

2Lp-Layer

pp0lp: (3)

Considering the geometric factors in the equation, we esti-

mate the onset of high injection to occur when Dnp(0) ln is

about 1% to 10% of pp0 lp.

The internal quantum efficiency (IQE) of an LED can be

expressed as the product of the radiative efficiency (RE) in

the active region and the injection efficiency (IE), that is,

IQE¼RE� IE. The injection efficiency can be limited by

non-capture of carriers into the active region as well as leak-

age of carriers out of the active region.

In pn heterojunctions, the electron concentration

injected into the p-type neutral region is, due to a heterojunc-

tion barrier, much smaller than in pn homojunctions. In pn

heterojunctions, we denote the electron concentration

injected into the p-type neutral region by Dnp(0). Given that,

in a GaInN LED, the thickness of p-type GaN cladding layer

is smaller than the electron diffusion length, we write the

electron diffusion current leaking out of the active region of

a heterojunction LED as6

JDiffusion ¼
eDnDnpð0Þ

Lp�Layer

; (4)
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where Lp-Layer is the thickness of the p-type layer (e.g., the p-

type GaN layer), e is the elementary charge, and Dn is the

electron diffusion coefficient in the p-type layer. As the

diode enters high-level injection, some of the applied voltage

starts to drop across the low-conductivity p-type layer and a

drift current arises. The drift current of electrons injected

into the p-type neutral layer, at the edge of the neutral layer,

is given by6

JDrift ¼ elnDnpð0ÞE ¼ eDn

e

kT
Dnpð0Þ

JTotal

rp

; (5)

where we employed the Einstein relation, and E, JTotal, and

rp, are the electric field in the p-type layer, the total current

density of the diode, and the p-type layer conductivity

(rp¼ e pp0 lp), respectively. The drift-induced leakage cur-

rent increases with the total current, and will, at a sufficiently

large current, become significant. As a consequence, the

injection efficiency into the active region is reduced and the

device enters the droop regime. It was shown that the onset

of the efficiency droop in GaInN LEDs indeed occurs in the

high-level injection regime, where an electric field emerges

in the p-type GaN layer.2

Based on Eq. (4), the leakage current due to electron dif-

fusion is proportional to Dnp(0). Assuming purely thermal

excitation, Dnp(0) depends on the carrier concentration in a

quantum-well (QW) active region, nQW, according to

Dnp(0)¼ nQW exp(�DEBarrier/kT),6 where DEBarrier is the

effective energy difference between carriers in the QW and

carriers injected into the p-type layer. Several factors can

cause the concentration of carriers leaking out of the active

region to be higher than expected. First, electrons have a car-

rier temperature that exceeds the lattice temperature. This is

illustrated in Figure 1, which shows the electroluminescence

spectra of a GaInN LED at different lattice temperatures.

Inspection of the figure reveals that the carrier temperature,

at a lattice temperature of 300 K, is 425 K. Estimating

DEBarrier¼ 300 meV and using a carrier temperature of

425 K yields d¼ exp(�DEBarrier/kT)¼ 3� 10�4. Second, it is

well known that experimental tunneling currents through

barriers are generally higher than theoretical estimates, e.g.,

by the WKB approximation, due to the participation of

defect states located in the barriers.7 Third, polarization

fields have been shown to reduce carrier capture and enhance

carrier leakage mediated by the positive sheet charge at the

spacer-EBL interface in GaInN LEDs.8 Based on these con-

siderations, we estimate d to be on the order of 0.1%.

The total recombination rate in an LED device has been

described by the equation

R ¼ ASRHnQW þ Bn2
QW þ fðnQWÞ; (6)

where ASRH is the Shockley-Read-Hall coefficient, B is the

bi-molecular radiative coefficient, and f(nQW) is a general

loss term causing the efficiency droop.9,10 The loss term,

f(nQW), includes drift-induced reduction in injection effi-

ciency (drift leakage), as well as Auger recombination. For

drift-induced leakage losses, f(n) will be determined below.

For Auger losses, f(n)¼CAuger nQW
3, where CAuger is Auger

coefficient.

Next, we will analyze the carrier-concentration depend-

ence of diffusion- and drift-leakage current densities. The

diffusion-leakage current density has the following depend-

ence on carrier concentration:

JDiffusion ¼
eDn

Lp�layer

Dnpð0Þ ¼
eDn

Lp�layer

dnQW: (7)

Close to the peak-efficiency point, where radiative recombi-

nation dominates, the recombination rate can be approxi-

mated by R�BnQW
2. In this region, the total current density,

JTotal, depends on the carrier concentration in the QW

according to

JTotal ¼ edactiveR � edactiveBn2
QW; (8)

where dactive is the active-region thickness. Inserting Eq. (8)

into Eq. (5), we find the following dependence of the drift-

induced leakage-current density on carrier concentration:

JDrift ¼ elndnQW

JTotal

elppp0

� edactive

dln

lppp0

Bn3
QW

¼ edactiveCDLn3
QW; (9)

where CDL is a proportionality constant associated with the

lowering of the injection efficiency due to drift of electrons

in the p-type layer (“drift leakage”). Since the f(nQW)! nQW
3

dependence (drift-induced leakage, see Eq. (9)) is stronger

than the f(nQW) ! nQW dependence (diffusion-induced

leakage, see Eq. (7)), the latter one may be neglected. Eq. (9)

allows one to identify the third-order coefficient as

CDL ¼
dln

lppp0

B: (10)

As a numerical example, we choose: pp0¼ 5.0� 1017 cm–3,

lp¼ 2.5 cm2/(V s), ln¼ 300 cm2/(V s), B¼ 10�10 cm3/s,

and d¼ 0.1%. Using these values, we obtain

CDL¼ 2.4� 10�29 cm6/s, in agreement with experimental

values.11,12

FIG. 1. Emission spectra of a GaInN LED under pulsed injection conditions

at different lattice temperatures, showing the carrier temperatures extracted

from the high-energy slope of the spectrum using the relation: Intensity

! exp(�h�/k TCarrier). Under continuous-wave current operation, the carrier

temperature will increase further.
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At even higher current densities, when the drift-induced

leakage current becomes significant, the dependence of the

total current density, JTotal, shifts from a JTotal ! nQW
2 de-

pendence to a JTotal ! nQW
3 dependence, i.e.,

JTotal ¼ edactiveR � edactiveCDLn3
QW (11)

and consequently, the dominant term of the loss function

f(nQW) shifts from f(nQW)! nQW
3 to f(nQW)! nQW

4. Insert-

ing Eq. (11) into Eq. (9) yields

JDrift ¼ elndnQW

JTotal

elppp0

� edactive

dln

lppp0

 !2

Bn4
QW

¼ edactiveDDLn4
QW: (12)

The equation allows one to identify the fourth-order coeffi-

cient as

DDL ¼
dln

lppp0

 !2

B: (13)

Therefore, we can write the drift-induced loss term f(nQW)

as: f(nQW)¼CDLnQW
3þDDLnQW

4þ…. A fourth-power de-

pendence of f(n) has indeed been reported in the literature.13

The total recombination rate can then be written as

R¼ ASRHnQWþBn2
QWþ fðnQWÞ ¼ ASRHnQWþBn2

QW

þCAugern
3
QWþCDLn3

QWþDDLn4
QW; (14)

where both drift-induced reduction of the injection efficiency

as well as Auger losses are included. Squaring Eq. (10) and

dividing by Eq. (13) yields

C2
DL=ðDDLBÞ ¼ 1:0: (15)

This relation between B, CDL, and DDL is helpful in verifying

the applicability of the drift-induced-leakage model. To

extract the A, C, and D coefficients from experiments, the

numerical values of the parameters dactive, B, and IQEpeak

need to be known. However, the extracted ratio C2/(DB) does

not depend on the numerical values of these parameters.

Next, we present experimental efficiency-versus-current

results for three high-quality blue GaInN/GaN LEDs and

compare them with the analytic model. The measurements

were performed by employment of a Keithley pulse generator

using a pulse duration of 10 ls and a period of 1 ms. The

measured external-quantum-efficiency-(EQE)-versus-current-

density (J) curves of the three LEDs, labeled as LED-N,

LED-C, and LED-S, are shown in Figure 2(a). The peak emis-

sion wavelength, kpeak, for LED-N, LED-C, and LED-S is

448 nm, 451 nm, and 448 nm, respectively. In order to plot the

total recombination rate, R, versus nQW, we employ a proce-

dure published in a previous report13 and use a quantum well

thickness of dactive¼ 3 nm and a radiative coefficient of

B¼ 1� 10�10 cm3/s. The R-versus-nQW curve can then be fit-

ted by using the power series R¼AnQWþBnQW
2

þCnQW
3þDnQW

4. This power series is then converted to

an efficiency-versus-current-density curve and an efficiency-

versus-nQW curve, which are shown in Figures 2(a) and 2(b),

respectively, along with the numerical values of the A, B, C,

and D coefficients. Inspection of the figure reveals: First, the

theoretical curves provide an excellent fit to the experimental

data. Second, a fit limited to the third power of nQW would be

insufficient for reaching agreement with experimental data;13

that is, the experimental EQEn-versus-nQW curve is not sym-

metric as one would expect based on the ABC model. Third,

the values of the C and D coefficients obtained from the fit

given in Figure 2(a) as well as Eq. (15) reveal a relationship

between CDL and DDL. Therefore, we compare the value of

C2/(DB) extracted from the fit with the theoretical value of

CDL
2/(DDLB) derived from Eq. (15). The extracted ratio

C2/(DB) for LED-N, LED-C, and LED-S is 0.18, 0.50, and

0.53, respectively, whereas Eq. (15) gives a value of 1.0 for

the same ratio. Given that the coefficients C and D are

FIG. 2. (a) Room temperature effi-

ciency-versus-injection-current curves

for three GaInN LEDs emitting in the

blue wavelength range. Also shown are

the theoretical fits and the parameters

used for the fits based on drift-induced

electron leakage. (b) Efficiency-versus-

carrier-concentration curves for the three

LEDs. Also shown are the theoretical

fits. The ABC model shows even sym-

metry resulting in a discrepancy between

experiments and the model at high car-

rier concentrations. The peak internal

quantum efficiency, IQEpeak, for LED-

N, LED-C, and LED-S is estimated to be

86%, 77%, and 82%, respectively, con-

sistent with the relative peak intensities

of the three LEDs.
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third- and fourth-order coefficients, we note that the value of

the ratio is remarkably close to the theoretical value of 1.0.

Besides, the ratio ðCn 3
QW Þ

2=ðBn 2
QW Dn 4

QW )¼C2/(DB) does

not depend on the values chosen for dactive, B, and IQEpeak.13

Finally, based on the analytic model presented here, we

calculate the current density at which the efficiency reaches

its peak value, i.e., the onset-of-droop current density. Based

on the ABC model, the carrier concentration, at which the effi-

ciency reaches its maximum, npeak-IQE, can be expressed as13

npeak-IQE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ASRH=C

p
; (16)

where we neglected the contribution of 4th-order terms (i.e.,

the D coefficient). Near the peak efficiency, the total recom-

bination rate R is dominated by Bn 2
QW . Therefore, based on

the drift-induced leakage model, the onset-of-droop current

density can be expressed as

JOnset-of-droop ¼ edactiveBn2
peak-IQE ¼ edactive

BASRH

CDL

¼ edactiveASRH

pp0lp

dln

: (17)

As a numerical example, we use the parameters

dactive¼ 3.0 nm, ASRH¼ 1.0� 107/s, pp0¼ 5.0� 1017 cm�3,

lp¼ 2.5 cm2/(V s), ln¼ 300 cm2/(V s), and d¼ 0.1%. Using

these values in the above equation, we calculate an onset-of-

droop current density of 2.0 A/cm2. This value is within the

range of experimental onset-of-droop current densities,

which typically are between 1.0 and 10 A/cm2.2,14,15

In conclusion, an analytic model is developed for the

droop in the efficiency-versus-current curve for LEDs made

from semiconductors having a strong asymmetry in carrier

concentration and mobility. For pn-junction diodes made of

such semiconductors, the high-injection condition, which is

generalized to include mobilities, can be easily reached.

Under high-injection conditions, electron drift in the p-type

layer of the diode causes a decrease of the injection

efficiency and an associated reduction in internal quantum

efficiency. The drift-induced leakage function is shown to

have a 3rd-order as well as a 4th-order dependence on

the carrier concentration. CDL is found to be approximately

10�29 cm6/s. An analytic formula giving the onset-of-droop

current density in LEDs is derived. The analytic model very

well explains the experimental efficiency-versus-current

curves of GaInN LEDs.
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