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Absrraer ~ A subclass of statistically self-slmilar processes with 
the correlatlon structure of the form E [ X ( r ) X ( f h ) ]  = R ( h )  Is 
considered. Spectral decomposition theorem for such processes Is 
stated. Based on the linear scale-invariant system theory, scale 
invariant autoregressive processes Is developed. The  proposed 
models are  an intuitive, mathematically slmple and  practical 
candidates for modeling I / f type of processes. 

I. INTRODUCTION 
The properties of phenomena exhibiting 1 / f spectrum can be best 
modeled by sfalislicolly selfsimilar processes. A random process is 
said to be statistically self similar with parameter I I  i f  for any a > 0 
it obcys the scaling rclation x ( I ) =  u - " x ( a f )  where = denotes h e  

equivalence in the sense that all finite joint distributions are the same. 
In the Gaussian case. self-similarity could be cxprcssed in terms of 
first and sccond order propcrtics. 

E [ x ( ~ , ) x ( ~ , ) ]  = ~ ' " E [ x ( w , ) x ( w , ) ]  forany ri > 0. (1) 

For 0 < / I  < I ,  MandclBrot and Van Ness proposcd the Fractional 
Brownian motion (IBm) [ I ] .  Although. IBm has become one of the 
popular frameworks in modeling variety of 1 / f processes (21. 
mathematical difficulty involved. makes the solution of many signal 
processing problems rather difficult. Since there is a wide range of 
1 / f type of physical phenomena whose self-similarity parameter I /  
is close to Lcro [3], we proposed and studied the following class of 
stochavic proccsses. 

E { X ( r ) ]  = n . " E ( X ( a l ) ]  

E (  X ( l ) ]  = E [  X ( r l l ) ]  = p 

E [ x ( I , ) x ( ~ ~ ) ] =  E[x (a i , ) x (a f , ) ]  forany i . r , . ~ , . a  E R ' .  ( 2 )  
We refer to these processes as scale sfolionary processes. Before 
pursuing furthcr. we want to note that there is a natural isometry 
bctwcen scale stationary processes and classical wide sense stationary 
processes. A scale stationary process. { X ( f ) } , . r ,  bccomes wide 
scnse stationary under the following coordinate transformation 

I + e' x ( e ' )  = X ( I )  E R 
The key idca in our development is the dcfinition of the 
autoconclation function. I t  is immcdiate from ( 2 )  that a scale 
stationary process satisfies E [ x ( ~ ) x ( A ) ]  = R ( L )  for any 

I ,  L > 0. Such a dcfinition of autocorrelation function facilitates the 
development of the analytical tools and therefore proves to be 
practically useful. The following theorem is a straightforward 
corollary of the isometry relation bctwcen classical wide sense 
stationary and scale stationary processes. 
Theorem : A function R ( . )  defined on R' is the covariance function 
of a scale stationary process if and only if there exists a nonnegative 
measure F on R so that 

R ( h )  = ' I L - d F ( w )  (3) 

X ( f )  = - Jf'd%(w) 
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and the process has the following spectral representation 

(4 ) 

where the integral is defmed in the mean square sense and Z (  0 )  is 
an orthogonal increment process defmed on R . The speceal theorem 
stated above proves that Mellin transform "whitens" the scale 
stationary processes. 

11. SCALE INVARIANT AUTOREGRESSIVE MODELS 
In this section. we consider a special class of scale stationary 
processes to model 1 I f type of phenomena. Scale stationary 
processes are intimately related to linear scale invariant system 
theory. The following ordinary differential equation has been 
proposed to represent the dynamics of a linear scale invariant system 
141. 

It is easy to show that the output of the above linear scale invariant 
system is a scale stationary process with the autocorrelation function 

if it is driven by the process whose isomeny is the classical wide 
sense stationary "white noise". We refer to these processes scale 
invariant autoregressive processes (SI-AR) of order N. This class of 
scale stationary processes are particularly well suited to modcl long 
term correlated data. Long term correlations are characterized in 
several ways : 1) by the empirical 1 / f spectrum 2) by the sum of the 
corrclations increasing without limit as the lag increases. For scale 
stationary processes. we shall say that the process is long term 
correlated if  its autoconelation function satisfies 

For the SI-AR processes the sum of the correlations is unbounded 
whenever one of the parameters satifies 0 < a, < 1. Synthesized 
sample paths of the Gaussian SI-AR process justifies the long term 
correlation criterion chosen for the scale stationary processes. 

III. CONCLUSION 
A c l u s  of self-similar process with parameter 0 is proposed. Basic 
properties are discussed. An example is presented. Long term 
correlation criterion is stated. The proposed processes have the 
advantage of having similar analysis framework as the classical wide 
sense stationary processes. 
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