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#### Abstract

We develop a new passive imaging method for moving targets in free space using measurements from a sparse array of receivers that rely on illumination sources of opportunity. Our imaging method consists of a novel passive measurement model for moving targets and an associated image formation method. The passive measurement model for moving targets relates measurements at a given receiver to measurements at other receivers in terms of Doppler and delay based on the physics of wave propagation as well as the statistics of noise. Next, we use this model to address the image formation as a generalized likelihood ratio test for an unknown target position and velocity. The image is formed by using the position- and velocity-resolved test-statistic that is obtained by maximizing the signal-to-noise ratio of the test-statistic. When the discriminant functional is constrained to be linear, the test-statistic can be viewed as the superposition of the filtered, scaled, and delayed correlations of the measurements obtained at different receivers. We analyze the spatial and velocity resolution of the four-dimensional point spread function of our imaging method in terms of the number of receivers and transmitters and the nature of the waveforms of opportunity. We present extensive numerical simulations to demonstrate the performance of our passive moving target imaging method for different numbers of receivers and different types of waveforms of opportunity available in the real world.
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## 1. Introduction.

1.1. Motivation and overview of our approach. With the rapid growth of broadcasting stations, mobile phone base stations, communication and navigation satellites, as well as the relatively low cost and rapid deployment of receivers, passive radar imaging using transmitters of opportunity has emerged as an active area of research in recent years $[1,10,11,12,13$, $14,17,23,24,25,26,27,28,29,34,36,41,42,45,47,50,51,52,53]$. The transmitters of opportunity could be cooperative where the information regarding the location, waveform, or bandwidth of the sources is available or noncooperative where no such information is available.

In this paper, we present a new imaging method to determine the distribution of moving targets in position and velocity spaces in free space using a sparse array of receivers and noncooperative transmitters of opportunity. We assume that the receivers are arbitrarily distributed

[^0]in space that are several hundred wavelengths apart. We refer to such an array as a distributed aperture. We assume that the location and beampatterns of the transmitters of opportunity, as well as the transmitted waveforms, are unknown. We introduce a self-consistent theoretical framework based on physics-based modeling and estimation-detection theory. Within this framework our imaging method consists of a novel passive measurement model and an associated image formation method. The new passive measurement model relates the Doppler as well as delay information measured at a receiver location to the delay and Doppler information measured at other receiver locations due to a hypothetical moving target in position and velocity spaces. We use the new passive measurement model to address the moving target imaging problem as a position- and velocity-resolved binary hypothesis test, which has its roots in the generalized likelihood ratio test (GLRT) [31, 32]. We use the position- and velocity-resolved test-statistics produced by the hypothesis testing to form an image in position and velocity spaces. We determine the test-statistic by maximizing its signal-to-noise ratio (SNR) while constraining the associated discriminant functional to be linear. The resulting test-statistic can be viewed as a superposition of filtered, delayed, and scaled (or dilated) correlations of measurements at different receivers. While the GLRT approach can accommodate arbitrary probability density function models, the choice of the linear discriminant functional results in an explicit test-statistic and allows us to readily perform resolution analysis in terms of the point spread function of our imaging method. We analyze the resolution of the reconstructed images under different imaging scenarios including different numbers of transmitters and receivers and different types of transmitted waveforms. Our analysis shows that the resolution of position and velocity is determined by the intersection of the four- (or six-)dimensional passive-iso-Doppler and passive-iso-range manifolds introduced in this paper, whose spread is associated with the underlying Doppler and range ambiguity functions of the transmitted waveforms of opportunity. We analyze the computational complexity of our passive moving target imaging algorithms and present extensive numerical simulations to demonstrate the performance of our imaging method using different waveforms of opportunity available in the real world.
1.2. Related work and advantages of our approach. A number of passive moving target detection and imaging approaches have been presented in the literature $[1,12,13,14,17,23$, $24,25,26,27,29,34,36,41,42,45,50,51]$. With the exception of [36], these works either assume a priori knowledge of the transmitter related information or estimate this information from measurements. The works in $[1,12,13,14,17,23,24,25,26,27,29,34,36,41,42,45]$ mainly focus on the detection of moving targets in a bistatic framework [54]. In [50] a method based on the inverse Fourier transform and interpolation was presented for imaging of airborne targets. The method uses a single receiver and multiple television transmitters, which can be viewed as a multistatic inverse synthetic aperture radar imaging technique [6, 43]. The paper [51] is an advancement over [50], where the Fourier transform along the cross-range dimension is replaced by the smoothed pseudo-Wigner-Ville distribution to address the aspect angle dependent variability in target reflectivity.

In [36], a passive detection technique for moving targets which exploits target thermal radiation was considered. This method is based on the cross-correlation of measurements from two different locations over a temporal window. The range and Doppler properties were
analyzed, and several limitations of the approach including difficulties due to noise and clutter and selection of the temporal window were presented.

The technique of cross-correlation of measurements was also used in passive synthetic aperture radar (SAR) imaging $[52,53]$ and other passive imaging applications $[3,4,16,18$, 19, 20, 40, 47]. The correlation processing eliminates the need for knowledge about the transmitter location and waveform. As a result it is applicable to passive imaging problems using noncooperative sources of opportunity. Our present work falls into this class of approaches. However, our method arises from a different consideration from those described in $[3,4,16,18,19,20,40]$. In our current and previous works [47], we have introduced a new, self-consistent theoretical framework for passive imaging based on physics-based modeling and estimation-detection theory. Our theory results in a cross-correlation-based approach only under certain design constraints.

In [53] we developed a delay-based correlation processing combined with a filtered-backprojection technique to form high resolution SAR images of ground radiance. This technique is particularly suitable for wideband illumination sources of opportunity. In [52], we developed a scaling-and-delay-based correlation combined with a filtered-backprojection technique to recover the ground radiance using ultranarrowband illumination sources of opportunity. Both of these works address imaging of a stationary scene in free space. The delay-based correlation was also studied in $[3,4,16,18,19,20,40]$ to image stationary heterogeneities in the context of geophysical imaging both in free space as well as in multiple scattering environments.

In [47] we reported a novel passive imaging method using sparse distributed apertures. This method assumes that the targets are at rest during the transmission and the corresponding reception and focuses on the reconstruction of the distribution of targets in the position space only. This work, as well as an earlier work by one of the authors, introduces the hypothesis-testing-based approach to imaging [46]. In all of these works $[3,4,16,18$, $19,20,40,47]$, imaging of stationary targets was considered. In this paper, we consider the problem of passive imaging of moving targets using sparse distributed apertures to reconstruct the distribution of targets in both position and velocity spaces. The method exploits the Doppler information induced by the motion of the moving targets as well as the statistics of the additive noise. In [48, 49], we presented conference versions of the present paper without many of the results, derivations, and analysis.

Our approach has a number of advantages as compared to the existing passive imaging or detection methods for moving targets: (1) Unlike the existing methods that focus on the detection of the radial velocity of the moving target $[1,12,13,14,17,23,24,25,26,27,29$, $34,36,41,42,45]$ using specific waveforms available in the real world or target radiation, our approach determines the two- or three-dimensional velocity information as well as the two- or three-dimensional position of targets. (2) As compared to the existing passive radar detection methods, our approach does not require transmitters or receivers with high directivity. (3) Our approach is applicable to both cooperative and noncooperative transmitters of opportunity. (4) For ease of exposition, we focus on the passive imaging of deterministic moving targets with measurements embedded in thermal noise. However, our approach can be easily extended to passive imaging of statistical targets embedded in random clutter.

While our treatment focuses primarily on radar imaging, our method is directly applicable to passive imaging of moving objects in seismic, acoustic, or microwave imaging. Additionally,
our physics-based modeling approach may allow extension of our method to imaging of moving targets in multiple scattering environments with applications in urban imaging and imaging of underground structures [37, 38].
1.3. Organization of the paper. The rest of our paper is organized as follows: In section 2, we describe the models for a moving target and incident and scattered fields and next use these to develop a passive measurement model for moving targets. In section 3, we use the passive measurement model developed in section 2 and address the moving target imaging problem within the GLRT framework. In section 4, we present the resolution analysis of our imaging method in position and velocity spaces. In section 5 , we present the computational complexity analysis of our imaging method. In section 6 , we present numerical simulations. Section 7 concludes our discussion. The paper includes two appendices: Appendix A includes the derivation of the optimal linear discriminant functional used for passive image formation. Appendix B includes the derivation of an intermediate result used in section 3.
2. Passive measurement model for moving targets. In this section, we first describe the models for the moving target and incident and scattered fields and next use these models to develop a measurement model for passive imaging of moving targets in free space.

Table 1 lists notation used throughout the paper. The bold $\mathbf{x}$ denotes a variable in threedimensional Euclidean space and the italic bold $\boldsymbol{x}$ denotes a variable in two-dimensional space. The operators are denoted with calligraphic letters-for example, $\mathcal{K}, \mathcal{G}, \mathcal{P}$, etc. For a function $f, \hat{f}$ denotes its Fourier transform and $f^{*}$ denotes its complex conjugate.
2.1. Models for moving target, incident, and scattered fields. The propagation of each component of electromagnetic waves due to an arbitrary source distribution $s(\mathbf{x}, t)$ in a medium can be described using the scalar wave equation [2, 15, 22]:

$$
\begin{equation*}
\left[\nabla^{2}-c^{-2}(\mathbf{x}, t) \partial_{t}^{2}\right] E(\mathbf{x}, t)=s(\mathbf{x}, t) \tag{2.1}
\end{equation*}
$$

where $c$ is the wave speed in the medium and $E$ is the electric field. We assume that moving scatterers are embedded in free space. Let $c_{0}$ denote the speed of light in free space and $g$ be the Green's function satisfying

$$
\begin{equation*}
\left[\nabla^{2}-c_{0}^{-2} \partial_{t}^{2}\right] g(\mathbf{x}, \mathbf{z}, t)=\delta(\mathbf{x}-\mathbf{z}) \delta(t) \tag{2.2}
\end{equation*}
$$

The wave speed $c$ in moving scatterers can be expressed in terms of the background propagation speed and the perturbation due to deviation from the background reflectivity. Let $q_{\mathbf{v}}$ denote the phase-space distribution, at time $t=0$, of scatterers moving with velocity $\mathbf{v}$. The moving scatterers in the spatial volume $d^{3} x$ (at $\mathbf{x}$ ) give rise to [8]

$$
\begin{equation*}
c^{-2}(t, \mathbf{x})=c_{0}^{-2}+\int q_{\mathbf{v}}(\mathbf{x}-\mathbf{v} t) d \mathbf{v} \tag{2.3}
\end{equation*}
$$

We assume that the electromagnetic waves decay rapidly as they penetrate the ground [7]. We then write $q_{\mathbf{v}}(\mathbf{x}-\mathbf{v} t)$ in terms of the two-dimensional location and two-dimensional velocity as follows:

$$
\begin{equation*}
q_{\mathbf{v}}(\mathbf{x}-\mathbf{v} t)=q_{\boldsymbol{v}}(\boldsymbol{x}-\boldsymbol{v} t) \delta\left(x_{3}-h(\boldsymbol{x})\right) \delta\left(v_{3}-D h(\boldsymbol{x}) \cdot \boldsymbol{v}\right), \tag{2.4}
\end{equation*}
$$

Table 1
Table of notation.

| Symbol | Designation | Symbol | Designation |
| :---: | :---: | :---: | :---: |
| $c_{0}$ | Speed of light in free space | $s(\mathbf{x}, t)$ | Source at location $\mathbf{x}$ and time $t$ |
| $g(\mathbf{x}, \mathbf{y}, t)$ | Green's function of a homogeneous medium representing the field at location $\mathbf{x}$ and time $t$ due to an impulsive source at location y at time zero | $q_{\mathrm{v}}(\mathrm{x})$ | Phase-space distribution of scatters located at x moving with velocity $\mathbf{v}$ |
| $E^{\text {in }}$ | The incident field | $E^{\text {sc }}$ | The scattered field |
| $\tilde{E}^{\text {in }}$ | The incident field observed by the moving target | $E_{q}^{\text {in }}$ | The incident field due to the $q$ th transmitter located at $\mathbf{z}_{q}$ |
| $p_{q}$ | Transmitted waveform by the $q$ th transmitter | $T_{\mathbf{z}_{q}}$ | Time at which the transmission starts from location $\mathbf{z}_{q}$ |
| $\rho$ | Reflectivity of a point target | $\mathrm{x}_{i}$ | Location of the $i$ th receiver |
| $\hat{m}_{i}$ | Fourier transform of the measurement at the $i$ th receiver | $\hat{n}_{i}$ | Additive white thermal noise at the $i$ th receiver |
| $\mu_{y, v, i}$ | Doppler-scale-factor observed by the $i$ th receiver | $\tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}}$ | Doppler-scale-factor observed by the target due to the radial movement relative to the $q$ th transmitter |
| $\alpha_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}_{i}, \mathbf{z}_{q}}$ | Doppler-scale-factor observed by the $i$ th receiver due to a transmission from $\mathbf{z}_{q}$ and a target located at $\boldsymbol{y}$ moving with velocity $\boldsymbol{v}$ | $\gamma_{y, v, i j}$ | Passive Doppler-scale-factor with respect to the $i$ th and $j$ th receivers due to a target located at $\boldsymbol{y}$ moving with velocity $\boldsymbol{v}$ |
| $\mathcal{P}_{y, v, i}$ | Forward-propagation operator mapping the incident field from $\boldsymbol{y}$ on a moving target with velocity $\boldsymbol{v}$ to the $i$ th receiver located at $\mathbf{x}_{i}$ | $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i}^{-1}$ | Back-propagation operator mapping the $i$ th measurement to a hypothetical target located at $\boldsymbol{y}$ moving with a hypothetical velocity $\boldsymbol{v}$ |
| $\mathcal{S}_{v, i}$ | Scaling operator that accounts for the Doppler scaling effect observed by the $i$ th receiver | $\mathcal{G}_{\boldsymbol{y}, i}$ | Operator that accounts for the wave propagation in the stationary background from the target to the $i$ th receiver |
| $\mathbf{P}_{y, v}$ | Diagonal matrix with elements $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1}, i=1, \ldots, N$, and $i \neq j$ for some $1 \leq j \leq N$ | m | $\begin{aligned} & \text { Measurement vector (see } \\ & (2.40)) \end{aligned}$ |
| $\mathrm{m}_{\mathrm{r}}$ | Reference measurement vector (see (2.41)) | n | Noise vector (see (2.42)) |
| $\mathbf{R}_{\mathbf{n}}$ | Autocovariance matrix of $\mathbf{n}$ | w | Template of the linear detector |
| $S_{n}^{i}$ | Power spectral density function of the noise at the $i$ th receiver | K | Point spread function of the imaging operator |
| $\lambda(\boldsymbol{y}, \boldsymbol{v})$ | Test-statistic at position $\boldsymbol{y}$ and velocity $v$ | $\mathrm{SNR}_{\lambda}$ | SNR of the test-statistic |

where $\mathbf{x}=\left(\boldsymbol{x}, x_{3}\right), \boldsymbol{x} \in \mathbb{R}^{2}$, and $\mathbf{v}=\left(\boldsymbol{v}, v_{3}\right), \boldsymbol{v} \in \mathbb{R}^{2}, h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ represents the ground topography, and $D h(\boldsymbol{x})=\left[\begin{array}{ll}\frac{\partial h}{\partial x_{1}} & \frac{\partial h}{\partial x_{2}}\end{array}\right]$.

Let $E^{\text {sc }}$ denote the scattered field due to the moving perturbation $q_{v}$. Then, under the

Born approximation [39], the scattered field is modeled as ${ }^{1}$

$$
\begin{equation*}
E^{\mathrm{sc}}(\mathbf{x}, t)=\int g(\mathbf{x}, \boldsymbol{y}, t-\tau) q_{\boldsymbol{v}}(\boldsymbol{y}-\boldsymbol{v} \tau) \partial_{\tau}^{2} E^{\mathrm{in}}(\boldsymbol{y}, \tau) d \tau d \boldsymbol{y} d \boldsymbol{v} \tag{2.5}
\end{equation*}
$$

where $g(\mathbf{x}, \boldsymbol{y}, t)$ is the three-dimensional free space Green's function equal to $g(\mathbf{x},(\boldsymbol{y}, h(\boldsymbol{y})), t)$. $E^{\text {in }}$ denotes the incident field due to the source distribution $s(\mathbf{x}, t)$ modeled as

$$
\begin{equation*}
E^{\mathrm{in}}(\boldsymbol{y}, t)=\int g(\boldsymbol{y}, \mathbf{z}, t-\tau) s(\mathbf{z}, \tau) d \tau d \mathbf{z} \tag{2.6}
\end{equation*}
$$

where $g(\boldsymbol{y}, \mathbf{z}, t)$ is the three-dimensional Green's function defined as $g((\boldsymbol{y}, h(\boldsymbol{y})), \mathbf{z}, t)$.
For multiple transmitters with isotropic antennas, say, $M$, the source distribution becomes

$$
\begin{equation*}
s(\mathbf{x}, t)=\sum_{q=1}^{M} \delta\left(\mathbf{x}-\mathbf{z}_{q}\right) p_{q}\left(t+T_{\mathbf{z}_{q}}\right) \tag{2.7}
\end{equation*}
$$

where $\mathbf{z}_{q}, q=1, \ldots, M$, denotes the location of the $q$ th transmitter transmitting the waveform $\hat{p}_{q}$ starting at time $t=T_{\mathbf{z}_{q}}$.

Note that the isotropic antenna assumption is not necessary for the rest of our development. The following models can be extended to incorporate realistic antenna models in a straightforward manner. However, this assumption is made to simplify the rest of our discussion.

Substituting (2.7) into (2.6), we have

$$
\begin{equation*}
E^{\mathrm{in}}(\boldsymbol{y}, t)=\sum_{q=1}^{M} \int \underbrace{g\left(\boldsymbol{y}, \mathbf{z}_{q}, t-\tau\right) p_{q}\left(\tau+T_{\mathbf{z}_{q}}\right)}_{E_{q}^{\mathrm{in}}\left(\boldsymbol{y}, \mathbf{z}_{q}, t\right)} d \tau \tag{2.8}
\end{equation*}
$$

where $E_{q}^{\text {in }}$ represents the incident field on the target due to the $q$ th transmitter.
Performing the change of variables $\boldsymbol{y}^{\prime}=\boldsymbol{y}-\boldsymbol{v} \boldsymbol{\tau}$, (2.5) becomes

$$
\begin{equation*}
E^{\mathrm{sc}}(\mathbf{x}, t)=\int g\left(\mathbf{x}, \boldsymbol{y}^{\prime}+\boldsymbol{v} \tau, t-\tau\right) q_{v}\left(\boldsymbol{y}^{\prime}\right) \partial_{\tau}^{2} E^{\mathrm{in}}\left(\boldsymbol{y}^{\prime}+\boldsymbol{v} \tau, \tau\right) d \tau d \boldsymbol{y}^{\prime} d \boldsymbol{v} \tag{2.9}
\end{equation*}
$$

where $E^{\text {in }}\left(\boldsymbol{y}^{\prime}+\boldsymbol{v}, \tau\right)$ is given in (2.6) with $\boldsymbol{y}$ replaced by $\boldsymbol{y}^{\prime}+\boldsymbol{v} \tau$.
For free space, the Green's function is given by

$$
\begin{equation*}
g(\mathbf{x}, \mathbf{z}, t)=\frac{\delta\left(t-|\mathbf{x}-\mathbf{z}| / c_{0}\right)}{4 \pi|\mathbf{x}-\mathbf{z}|} \tag{2.10}
\end{equation*}
$$

Under the slow-mover assumption, ${ }^{2}$ we approximate

$$
\begin{align*}
& |\mathbf{x}-(\mathbf{y}+\mathbf{v} \tau)| \approx|\mathbf{x}-\mathbf{y}|-\widehat{\mathbf{x}-\mathbf{y}} \cdot \mathbf{v} \tau \\
& \left|(\mathbf{y}+\mathbf{v} \tau)-\mathbf{z}_{q}\right| \approx\left|\mathbf{y}-\mathbf{z}_{q}\right|+\widehat{\mathbf{y}-\mathbf{z}_{q}} \cdot \mathbf{v} \tau \tag{2.11}
\end{align*}
$$

[^1]Thus, we have

$$
\begin{align*}
g(\mathbf{x}, \boldsymbol{y}+\boldsymbol{v} \tau, t) & \approx g\left(\mathbf{x}, \boldsymbol{y}, t+\frac{\widehat{\mathbf{x}-\mathbf{y}} \cdot \mathbf{v}}{c_{0}} \tau\right)  \tag{2.12}\\
g(\boldsymbol{y}+\boldsymbol{v} \tau, \mathbf{z}, \tau) & \approx g\left(\boldsymbol{y}, \mathbf{z},\left(1-\frac{\widehat{\mathbf{y}-\mathbf{z}} \cdot \mathbf{v}}{c_{0}}\right) \tau\right) \tag{2.13}
\end{align*}
$$

Note that $\mathbf{y}=(\boldsymbol{y}, h(\boldsymbol{y}), t)$ and $\mathbf{v}=(\boldsymbol{v}, D h(\boldsymbol{y}) \cdot \boldsymbol{v})$.
Using (2.12), (2.13), and (2.6) and replacing $\boldsymbol{y}^{\prime}$ with $\boldsymbol{y}$ in (2.9), we obtain

$$
\begin{equation*}
E^{\mathrm{sc}}(\mathbf{x}, t)=\int g\left(\mathbf{x}, \boldsymbol{y}, t-\mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}} \tau\right) q_{\boldsymbol{v}}(\boldsymbol{y}) \partial_{\tau}^{2} \tilde{E}^{\text {in }}(\boldsymbol{y}, \tau) d \tau d \boldsymbol{y} d \boldsymbol{v} \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{E}^{\mathrm{in}}(\boldsymbol{y}, \tau)=\sum_{q=1}^{M} E_{q}^{\mathrm{in}}\left(\mathbf{y}, \mathbf{z}_{q}, \tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}} \tau\right) \tag{2.15}
\end{equation*}
$$

with

$$
\begin{equation*}
E_{q}^{\operatorname{in}}\left(\boldsymbol{y}, \mathbf{z}_{q}, \tilde{\mu}_{\boldsymbol{y}, v, \mathbf{z}_{q}} \tau\right)=\int g\left(\mathbf{y}, \mathbf{z}_{q}, \tilde{\mu}_{\boldsymbol{y}, v, \mathbf{z}_{q}} \tau-\tau^{\prime}\right) p\left(\tau^{\prime}+T_{\mathbf{z}_{q}}\right) d \tau^{\prime} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{gather*}
\mu_{\boldsymbol{y}, v, \mathbf{x}}=1+\frac{\widehat{\mathbf{y - x}} \cdot \mathbf{v}}{c_{0}}  \tag{2.17}\\
\tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}}=1-\frac{\widehat{\mathbf{y - \mathbf { z } _ { q }} \cdot \mathbf{v}}}{c_{0}} . \tag{2.18}
\end{gather*}
$$

As compared to (2.6), which presents the incident field on a static target, (2.15) defines the incident field observed by a moving target with velocity $\boldsymbol{v}$ due to transmitters located at $\mathbf{z}_{q}, q=1, \ldots, M$, which accounts for the Doppler scaling effect induced by the movement of the target.

Note that the scale factor, $\tilde{\mu}_{y, v, \mathbf{z}_{q}}$, in (2.18) accounts for the Doppler scaling effect induced by the movement of the target on the field at $\boldsymbol{y}$ due to a source located at $\mathbf{z}_{q}$. We refer to $\tilde{\mu}_{y, v, \boldsymbol{z}_{q}}$ as the Doppler-scale-factor observed by the moving target located at $\boldsymbol{y}$ moving with velocity $\boldsymbol{v}$ due to a waveform transmitted from $\mathbf{z}_{q}$. The scale factor, $\mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}}$, in (2.17) accounts for the Doppler scaling effect observed at the receiver location $\mathbf{x}$ due to a moving target with velocity $\boldsymbol{v}$. We refer to $\mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}}$ as the Doppler-scale-factor observed at location $\mathbf{x}$ due to $a$ moving target with velocity $\boldsymbol{v}$ at location $\boldsymbol{y}$. In the discussion that follows, we focus on the slow-mover case.

Using (2.14), the measurement at the receiver located at $\mathbf{x}_{0}$ contaminated with additive thermal noise $n(t)$ can be modeled as

$$
\begin{equation*}
m(t)=\int g\left(\mathbf{x}_{0}, \boldsymbol{y}, t-\mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}} \tau\right) q_{\boldsymbol{v}}(\boldsymbol{y}) \partial_{\tau}^{2} \tilde{E}^{\mathrm{in}}(\boldsymbol{y}, \tau) d \tau d \boldsymbol{y} d \boldsymbol{v}+n(t) . \tag{2.19}
\end{equation*}
$$

We assume that $n(t)$ is zero-mean with finite second-order statistics.
In the Fourier domain, (2.19) becomes

$$
\begin{equation*}
\hat{m}(\omega)=\int \hat{g}\left(\mathbf{x}_{0}, \boldsymbol{y}, \omega\right) q_{\boldsymbol{v}}(\boldsymbol{y}) \mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}_{0}} \omega^{2} \hat{\tilde{E}}^{\mathrm{in}}\left(\boldsymbol{y}, \mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}_{0}} \omega\right) d \boldsymbol{y} d \boldsymbol{v}+\hat{n}(\omega), \tag{2.20}
\end{equation*}
$$

where $\hat{g}\left(\mathbf{x}_{0}, \boldsymbol{y}, \omega\right)$ denotes the Fourier transform of the three-dimensional free space Green's function $g\left(\mathbf{x}_{0},(\boldsymbol{y}, h(\boldsymbol{y})), t\right)$ given in (2.10), i.e.,

$$
\begin{equation*}
\hat{g}\left(\mathbf{x}_{0}, \boldsymbol{y}, \omega\right)=\frac{\mathrm{e}^{-\mathrm{i} \frac{\omega}{c_{0}}\left|\mathbf{x}_{0}-\mathbf{y}\right|}}{4 \pi\left|\mathbf{x}_{0}-\mathbf{y}\right|} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\tilde{E}}^{\mathrm{in}}(\boldsymbol{y}, \omega)=-\sum_{q=1}^{M} \frac{1}{\tilde{\mu}_{\boldsymbol{y}, v, \mathbf{z}_{q}}^{2}} \hat{E}_{q}^{\mathrm{in}}\left(\boldsymbol{y}, \mathbf{z}_{q}, \frac{\omega}{\tilde{\mu}_{\boldsymbol{y}, v, \mathbf{z}_{q}}}\right) \tag{2.22}
\end{equation*}
$$

with $\hat{E}_{q}^{\text {in }}(\omega, \boldsymbol{y}, \mathbf{z})$ denoting the Fourier transform of (2.16), i.e.,

$$
\begin{equation*}
\hat{E}_{q}^{\mathrm{in}}\left(\boldsymbol{y}, \mathbf{z}_{q}, \frac{\omega}{\tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}}}\right)=\frac{1}{\tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}}} \hat{g}\left(\mathbf{y}, \mathbf{z}, \frac{\omega}{\tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}}}\right) \hat{p}_{q}\left(\frac{\omega}{\tilde{\mu}_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{z}_{q}}}\right) \mathrm{e}^{\mathrm{i} \frac{\omega}{\frac{\mu}{\boldsymbol{\mu}, \boldsymbol{v}, \mathbf{z}_{q}}} T_{\mathbf{z}_{q}}} \tag{2.23}
\end{equation*}
$$

Note that since the waveform $\hat{p}$ is typically band-limited, we restrict our analysis to some range of $\omega$.

Substituting (2.23) into (2.22) and the result back into (2.20), and using (2.21), we obtain

$$
\begin{align*}
\hat{m}(\omega)= & \frac{-\omega^{2}}{(4 \pi)^{2}} \sum_{q=1}^{M} \int \frac{\mathrm{e}^{\mathrm{i} \phi_{y, v}, \mathbf{x}_{0}, \mathbf{z}_{q}}}{\left|\mathbf{y}-\mathbf{x}_{0}\right|\left|\mathbf{y}-\mathbf{z}_{q}\right| \alpha_{\boldsymbol{y}, v, \mathbf{x}_{0}, \mathbf{z}_{q}}^{3}}  \tag{2.24}\\
& \times \hat{p}_{q}\left(\frac{\omega}{\alpha_{\boldsymbol{y}, v, \mathbf{x}_{0}, \mathbf{z}_{q}}}\right) q_{v}(\boldsymbol{y}) d \boldsymbol{y} d \boldsymbol{v}+\hat{n}(\omega)
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{\boldsymbol{y}, v, \mathbf{x}_{0}, \mathbf{z}_{q}}=\frac{\omega}{\alpha_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}_{0}, \mathbf{z}_{q}}}\left(T_{\mathbf{z}_{q}}-\frac{\left|\mathbf{y}-\mathbf{z}_{q}\right|}{c_{0}}\right)-\omega \frac{\left|\mathbf{y}-\mathbf{x}_{0}\right|}{c_{0}} \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{y, v, \mathbf{x}_{0}, \mathbf{z}_{q}}=\frac{\tilde{\mu}_{y, v, \mathbf{z}_{q}}}{\mu_{y, v, \mathbf{x}_{0}}}=\frac{1-\widehat{\mathbf{y - \mathbf { z } _ { q }}} \cdot \mathbf{v} / c_{0}}{1+\widehat{\mathbf{y - \mathbf { x } _ { 0 }}} \cdot \mathbf{v} / c_{0}} . \tag{2.26}
\end{equation*}
$$

Since the scale factor $\alpha_{y, v, \mathbf{x}_{0}, \mathbf{z}_{q}}$ accounts for the Doppler scaling effect on the scattered-field measurements due to the $q$ th transmitter induced by the the movement of the target, we refer to $\alpha_{y, v, \mathbf{x}_{0}, \mathbf{z}_{q}}$ as the Doppler-scale-factor with respect to the $q$ th transmitter.


Figure 1. An illustration of the imaging scenario using distributed apertures. The black triangles denote the receivers, and the white triangles denote the transmitters. The arrow shows the velocity vector of the target.
2.2. A measurement model for passive imaging of moving targets using distributed apertures. In the analysis that follows, we consider $N$ receivers located at $\mathbf{x}_{i}, i=1, \ldots, N$, and $M$ transmitters located at $\mathbf{z}_{q}, q=1, \ldots, M$. The receivers and transmitters are arbitrarily located several hundred wavelengths apart with known receiver locations but unknown transmitter locations. Furthermore, we assume that there is a common reference clock for all receivers. This common reference clock allows coherent data processing. Figure 1 illustrates the imaging scenario that is considered.

For the rest of our development we assume that the phase-space distribution $q_{v}(\boldsymbol{y})$ is deterministic. This assumption allows us to simplify the analysis and distill the important aspects of our imaging theory. The results can be easily extended to statistical targets embedded in clutter.

For active imaging, measurements are expressed in terms of the transmitted waveforms and the location of the transmitters as in (2.24). However, for noncooperative passive detection and imaging applications, such information is not available. Therefore, we develop a passive measurement model that expresses measurements at each receiver in terms of the measurements at a different receiver. The model is based on the fact that the measurements at all receivers are due to the same incident field $\tilde{E}^{\text {in }}$, target velocity, and phase-space distribution. The model involves back-propagating the measurement at a receiver location to a hypothetical target location moving with a hypothetical velocity and then forward-propagating the resulting field to another receiver location.

Using (2.20), we define the forward-propagation operator, $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i}$, with respect to the $i$ th receiver as a linear operator expressed as

$$
\begin{equation*}
\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i}[u](\omega)=\mathcal{G}_{\boldsymbol{y}, i} \mathcal{S}_{\boldsymbol{v}, i}[u](\omega), \tag{2.27}
\end{equation*}
$$

where

$$
\begin{equation*}
u(\boldsymbol{y}, \boldsymbol{v}, \omega)=q_{\boldsymbol{v}}(\boldsymbol{y}) \omega^{2} \hat{\tilde{E}}^{\mathrm{in}}(\boldsymbol{y}, \omega) \tag{2.28}
\end{equation*}
$$

$\mathcal{S}_{\boldsymbol{v}, i}$ is the scaling operator that accounts for the Doppler effect observed by the $i$ th receiver due to a moving target with velocity $\boldsymbol{v}$ at location $\boldsymbol{y}$, and $\mathcal{G}_{\boldsymbol{y}, i}$ is the operator that accounts for the wave propagation in the stationary background from the target to the $i$ th receiver. Note that for a stationary target located at $\boldsymbol{y}$, the forward-propagation is comprised of only $\mathcal{G}_{\boldsymbol{y}, i}$ [47].
$\mathcal{S}_{v, i}$ is given by

$$
\begin{equation*}
\mathcal{S}_{\boldsymbol{v}, i}[u](\omega)=\int W_{v}\left(\boldsymbol{v}^{\prime}, \boldsymbol{v}\right) \mu_{\boldsymbol{y}, \boldsymbol{v}^{\prime}, i} u\left(\boldsymbol{y}, \boldsymbol{v}^{\prime}, \mu_{\boldsymbol{y}, \boldsymbol{v}^{\prime}, i} \omega\right) d \boldsymbol{v}^{\prime} \tag{2.29}
\end{equation*}
$$

where $W_{v}\left(\boldsymbol{v}^{\prime}, \boldsymbol{v}\right)$ is a windowing function of unit amplitude in the velocity space centered at the hypothetical velocity $\boldsymbol{v}$. For notational simplicity, we write $\mu_{\boldsymbol{y}, v, i}:=\mu_{\boldsymbol{y}, \boldsymbol{v}, \mathbf{x}_{i}}$.

We define $\mathcal{G}_{\boldsymbol{y}, i}$ in (2.27) as

$$
\begin{align*}
\mathcal{G}_{\boldsymbol{y}, i}[u](\omega) & =\int W_{s}\left(\boldsymbol{y}^{\prime}, \boldsymbol{y}\right) \hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}^{\prime}, \omega\right) u\left(\boldsymbol{y}^{\prime}, \boldsymbol{v}, \omega\right) d \boldsymbol{y}^{\prime} \\
& =\int_{D_{W}(\boldsymbol{y})} \hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}^{\prime}, \omega\right) u\left(\boldsymbol{y}^{\prime}, \boldsymbol{v}, \omega\right) d \boldsymbol{y}^{\prime} \tag{2.30}
\end{align*}
$$

In $(2.30), W_{s}\left(\boldsymbol{y}^{\prime}, \boldsymbol{y}\right)$ is a spatial windowing function of unit amplitude centered at a hypothetical target location $\boldsymbol{y}$ at time $t=0$, and $\hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}^{\prime}, \omega\right)$ is given by (2.21).

We define the back-propagation operator as the inverse of $\mathcal{P}_{\boldsymbol{y}, v, i}$ and denote it with $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i}^{-1}$. Using (2.27), $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i}^{-1}$ can be expressed as

$$
\begin{equation*}
\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i}^{-1}=\mathcal{S}_{\boldsymbol{v}, i}^{-1} \mathcal{G}_{\boldsymbol{y}, i}^{-1} \tag{2.31}
\end{equation*}
$$

where $\mathcal{G}_{\boldsymbol{y}, i}^{-1}$ is the inverse of $\mathcal{G}_{\boldsymbol{y}, i}$, and $\mathcal{S}_{\boldsymbol{v}, i}^{-1}$ is the inverse of $\mathcal{S}_{\boldsymbol{v}, i}$. Note that if $\mathcal{P}^{-1}$ does not exist, we replace it with a suitable pseudoinverse of $\mathcal{P}$.

Let $\hat{m}_{i}$ denote the measurement at the $i$ th receiver, and let there be a target centered at $(\boldsymbol{y}, \boldsymbol{v})$ in the position and velocity spaces. We can now express the measurement, $\hat{m}_{i}$, at the $i$ th receiver in terms of the measurement, $\hat{m}_{j}$, at the $j$ th receiver by back-propagating $\hat{m}_{j}$ measured at $\mathbf{x}_{j}$ to $(\boldsymbol{y}, \boldsymbol{v})$ in the position and velocity spaces via the back-propagation operator and then forward-propagating the resulting field to $\mathbf{x}_{i}$ via the forward-propagation operator. Thus, in an ideal scenario where there is no additive noise in the scattered field measurements, we obtain the following passive measurement model that relates the scattered field measurements $\hat{m}_{i}$ and $\hat{m}_{j}$ :

$$
\begin{equation*}
\hat{m}_{i}(\omega)=\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} \hat{m}_{j}(\omega) \tag{2.32}
\end{equation*}
$$

Figure 2 illustrates the back-propagation of the scattered field measurements at the $j$ th receiver to a hypothetical target position and a hypothetical target velocity by the operator $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1}$ and forward-propagation of the resulting field to the $i$ th receiver via the operator $\mathcal{P}_{\boldsymbol{y}, v, i}^{\boldsymbol{y}, \boldsymbol{v}, \text {. For clarity, we factored the back- and forward-propagation operator into two parts- }}$ the operator associated with the background wave propagation, $\mathcal{G}$, as shown in Figure 2(a), and the operator associated with the Doppler scaling due to the movement of target, as shown


Figure 2. (a) An illustration of the operator $\mathcal{G}$ and its inverse. (b) An illustration of the operator $\mathcal{S}$ and its inverse. The Doppler scaling effect observed by the $j$ th receiver is removed via $\mathcal{S}_{v, j}$ for a hypothetical velocity. The Doppler scaling effect on the incident waveform observed by the ith receiver is then incorporated via $\mathcal{S}_{v, i}$. The measurement at $\mathbf{x}_{j}$ is mapped back to a hypothetical target location via $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1}=\mathcal{S}_{\boldsymbol{v}, j}^{-1} \mathcal{G}_{\boldsymbol{y}, j}^{-1}$. After the inverse scaling and scaling operations, the resulting field is mapped to $\mathbf{x}_{i}$ via $\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i} \stackrel{\mathcal{G}_{\boldsymbol{y}, i} \mathcal{S}_{v, i}}{ }$.
in Figure 2(b). Note that in the presence of noise, when $\hat{m}_{j}$ is back-propagated, not only the noise-free measurement, $\hat{m}_{j}^{(0)}$, but also the noise at the $j$ th receiver, $\hat{n}_{j}$, is back-propagated. Thus, the full expression for the passive measurement model becomes

$$
\begin{align*}
\hat{m}_{i}(\omega) & =\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} \hat{m}_{j}^{(0)}(\omega)+\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} \hat{n}_{j}(\omega)+\hat{n}_{i}(\omega) \\
& =\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, i} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} \hat{m}_{j}(\omega)+\hat{n}_{i}(\omega) . \tag{2.33}
\end{align*}
$$

In many applications, the moving target model can be simplified to a point scatterer moving at a constant velocity, i.e.,

$$
\begin{equation*}
q_{\boldsymbol{v}}(\boldsymbol{y})=\rho \delta\left(\boldsymbol{y}-\boldsymbol{y}_{0}\right) \delta\left(\boldsymbol{v}-\boldsymbol{v}_{0}\right), \tag{2.34}
\end{equation*}
$$

where $\rho$ is the reflectivity of the point target located at $\boldsymbol{y}_{0}$, at time $t=0$, moving with velocity $\boldsymbol{v}_{0}$. Thus, for a point target moving at a constant velocity, the forward-propagation operator in (2.27) reduces to

$$
\begin{equation*}
\mathcal{P}_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i}[u](\omega)=\hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}_{0}, \omega\right) \mu_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i} u\left(\mu_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i} \omega\right), \tag{2.35}
\end{equation*}
$$

where $\hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}_{0}, \omega\right)$ is given by (2.21) and $\mu_{\boldsymbol{y}_{0}, v_{0}, i}$ is given by (2.17). Accordingly, the backpropagation operator in (2.31) becomes

$$
\begin{equation*}
\mathcal{P}_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i}^{-1}\left[\hat{m}_{i}\right](\omega)=\frac{1}{\mu_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i}} \hat{m}_{i}\left(\frac{\omega}{\mu_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i}}\right) \frac{1}{\hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}_{0}, \frac{\omega}{\mu_{\boldsymbol{y}_{0}, v_{0}, i}}\right)} . \tag{2.36}
\end{equation*}
$$

Using (2.35) and (2.36), for a moving point target, (2.33) becomes

$$
\begin{align*}
\hat{m}_{i}(\omega) & =\mathcal{P}_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i} \mathcal{P}_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, j}^{-1} \hat{m}_{j}(\omega)+\hat{n}_{i}(\omega) \\
& =\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j} \hat{m}_{j}\left(\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j} \omega\right) \frac{\hat{g}\left(\mathbf{x}_{i}, \boldsymbol{y}_{0}, \omega\right)}{\hat{g}\left(\mathbf{x}_{j}, \boldsymbol{y}_{0}, \gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j} \omega\right)}+\hat{n}_{i}(\omega), \tag{2.37}
\end{align*}
$$

where $\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}$ is the ratio of the Doppler-scale-factors with respect to the $i$ th and $j$ th receivers given by

$$
\begin{equation*}
\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j}:=\frac{\mu_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i}}{\mu_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, j}}=\frac{1+\widehat{\mathbf{y}_{0}-\mathbf{x}_{i}} \cdot \mathbf{v}_{0} / c_{0}}{1+\widehat{\mathbf{y}_{0}-\mathbf{x}_{j}} \cdot \mathbf{v}_{0} / c_{0}} \tag{2.38}
\end{equation*}
$$

with $\mathbf{y}_{0}=\left(\boldsymbol{y}_{0}, h\left(\boldsymbol{y}_{0}\right)\right)$ and $\mathbf{v}_{0}=\left(\boldsymbol{v}_{0}, D h\left(\boldsymbol{y}_{0}\right) \cdot \boldsymbol{v}_{0}\right)$. Note that $\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}$ is the Doppler-hitchhiker-scale-factor defined in [52]. Due to the static nature of the receivers in the present work, we refer to $\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}$ as the passive-Doppler-scale-factor.

Substituting (2.21) into (2.37), we obtain

$$
\begin{equation*}
\hat{m}_{i}(\omega)=\frac{\left|\mathbf{y}_{0}-\mathbf{x}_{j}\right|}{\left|\mathbf{y}_{0}-\mathbf{x}_{i}\right|} \gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j} \mathrm{e}^{-\mathrm{i} k\left(\left|\mathbf{y}_{0}-\mathbf{x}_{i}\right|-\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j}\left|\mathbf{y}_{0}-\mathbf{x}_{j}\right|\right)} \hat{m}_{j}\left(\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, i j} \omega\right)+\hat{n}_{i}(\omega) \tag{2.39}
\end{equation*}
$$

where $k=\omega / c_{0}$.
For $N$ receivers located at $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$, a vector measurement model can be formed by taking one of the receivers as a reference. Without loss of generality, we take the $j$ th receiver as a reference and form the following measurement vector:

$$
\mathbf{m}=\left[\begin{array}{llll}
\hat{m}_{1} & \hat{m}_{2} & \cdots & \hat{m}_{N} \tag{2.40}
\end{array}\right]^{T}
$$

Similarly, we can vectorize the "reference measurements" and the noise as follows:

$$
\begin{align*}
\mathbf{m}_{\mathbf{r}} & =\left[\begin{array}{llll}
\hat{m}_{j} & \hat{m}_{j} & \cdots & \hat{m}_{j}
\end{array}\right]^{T}  \tag{2.41}\\
\mathbf{n} & =\left[\begin{array}{llll}
\hat{n}_{1} & \hat{n}_{2} & \cdots & \hat{n}_{N}
\end{array}\right]^{T} \tag{2.42}
\end{align*}
$$

where $\hat{n}_{i}, i \neq j$, is the additive thermal noise at the $i$ th receiver. Note that $\mathbf{m}, \mathbf{m}_{\mathbf{r}}$, and $\mathbf{n}$ are all ( $N-1$ )-dimensional vectors.

The composition of the back-propagation and forward-propagation operators can be represented as a diagonal matrix given by

$$
\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}}=\operatorname{diag}\left[\begin{array}{llll}
\mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, 1} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} & \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, 2} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} & \cdots & \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, N} \mathcal{P}_{\boldsymbol{y}, \boldsymbol{v}, j}^{-1} \tag{2.43}
\end{array}\right]
$$

where $i \neq j$ and $\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}}$ is $(N-1) \times(N-1)$.
Using (2.33), (2.40)-(2.43), we form a vectorized passive measurement model as follows:

$$
\begin{equation*}
\mathbf{m}(\omega)=\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \mathbf{m}_{\mathbf{r}}(\omega)+\mathbf{n}(\omega) \tag{2.44}
\end{equation*}
$$

for some range of $\omega$. Note that in (2.44), all operations are understood to be elementwise.
The measurement model in (2.44) can be extended by taking each one of the $N$ measurements as a reference which will result in measurement, reference measurement, and noise vectors of length $N(N-1)$. However, to simplify our notation and without loss of generality, we assume only one of the measurements as a reference.
3. Imaging of moving targets as a test of position- and velocity-resolved binary hypothesis. We formulate the imaging problem as a binary hypothesis testing problem using the passive moving target imaging model introduced in section 2.2. The binary hypothesis based approach has its roots in the GLRT [31, 32]. This approach provides a particularly suitable framework for the sparse aperture arrays due to the limited data available. In this formalism, we extract a position- and velocity-resolved test-statistic. The image is then formed in the ( $\boldsymbol{y}, \boldsymbol{v}$ ) domain with the position- and velocity-resolved test-statistic where the location, possibly the shapes of the targets, and their velocities can be identified by thresholding the resulting four-dimensional test-statistic image.

In this section, we first set up a position- and velocity-resolved binary hypothesis test and next determine a test-statistic for each location $(\boldsymbol{y}, h(\boldsymbol{y})) \in \mathbb{R}^{3}$ and each velocity ( $\boldsymbol{v}, D h(\boldsymbol{y})$. $\boldsymbol{v}) \in \mathbb{R}^{3}$ in the position and velocity spaces using the passive measurement model for moving targets developed in section 2.2. We determine a test-statistic by maximizing the SNR of the test-statistic while constraining the associated discriminant functional to be linear.

The passive moving target imaging problem can be formulated as a test of the following position- and velocity-resolved binary hypotheses:

$$
\begin{array}{ll}
\mathcal{H}_{0}: & \mathbf{m}=\mathbf{n},  \tag{3.1}\\
\mathcal{H}_{1}: & \mathbf{m}=\mathbf{P}_{y, v} \mathbf{m}_{\mathbf{r}}+\mathbf{n},
\end{array}
$$

where $\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}}, \mathbf{m}_{\mathbf{r}}, \mathbf{m}$, and $\mathbf{n}$ are as defined in (2.40)-(2.44).
The null hypothesis states that the measurement is due to noise, whereas the alternative hypothesis states that the measurement is due to a target located at $\boldsymbol{y}$ moving with velocity $v$.

To design a discriminant functional, we first determine the first- and second-order statistics of the random processes involved under the two hypotheses.

Let $\mathbf{R}_{\mathbf{n}}$ be the autocovariance of the noise vector $\mathbf{n}$, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{n}}\left(\omega, \omega^{\prime}\right)=\mathrm{E}\left[\mathbf{n}(\omega) \mathbf{n}^{H}\left(\omega^{\prime}\right)\right] \tag{3.2}
\end{equation*}
$$

and let $\mathbf{R}_{\mathbf{n}_{\mathbf{r}}}$ be the autocovariance of the noise vector $\mathbf{n}_{\mathbf{r}}:=\left[\hat{n}_{j}, \hat{n}_{j}, \ldots, \hat{n}_{j}\right]$, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{n}_{\mathbf{r}}}\left(\omega, \omega^{\prime}\right)=\mathrm{E}\left[\mathbf{n}_{\mathbf{r}}(\omega) \mathbf{n}_{\mathbf{r}}^{H}\left(\omega^{\prime}\right)\right] . \tag{3.3}
\end{equation*}
$$

Then, using (2.33), (2.41), (2.42), (3.1), (3.2), and (3.3), we obtain

$$
\begin{align*}
\mathrm{E}\left[\mathbf{m} \mid \mathcal{H}_{0}\right] & =\mathbf{0},  \tag{3.4}\\
\operatorname{Cov}\left[\mathbf{m} \mid \mathcal{H}_{0}\right] & =\mathbf{R}_{\mathbf{n}}=: \mathbf{R}_{0},  \tag{3.5}\\
\mathrm{E}\left[\mathbf{m} \mid \mathcal{H}_{1}\right] & =\mathbf{P}_{y, v} \mathrm{E}\left[\mathbf{m}_{\mathbf{r}} \mid \mathcal{H}_{1}\right]=\mathbf{P}_{y, v} \overline{\mathbf{m}}_{\mathbf{r}}  \tag{3.6}\\
\operatorname{Cov}\left[\mathbf{m} \mid \mathcal{H}_{1}\right] & =\mathbf{P}_{y, v} \mathbf{R}_{\mathbf{n}_{\mathbf{r}}} \mathbf{P}_{y, v}^{H}+\mathbf{R}_{\mathbf{n}}=: \mathbf{R}_{1}, \tag{3.7}
\end{align*}
$$

where E denotes the expectation operator, Cov denotes the covariance operator, $\overline{\mathbf{m}}_{\mathbf{r}}$ denotes $\mathrm{E}\left[\mathbf{m}_{\mathbf{r}} \mid \mathcal{H}_{1}\right]$, and $\mathbf{P}_{y, v}^{H}$ denotes the Hermitian transpose of $\mathbf{P}_{y, v}$.

The linear discriminant functional involved in our problem has the form

$$
\begin{equation*}
\lambda=\langle\mathbf{m}, \mathbf{w}\rangle:=\int \mathbf{w}^{H} \mathbf{m} d \omega=\sum_{i, i \neq j} \int w_{i}^{*}(\omega) \hat{m}_{i}(\omega) d \omega \tag{3.8}
\end{equation*}
$$

where $\lambda$ denotes the the output of the discriminant functional, which we call the test-statistic, and $\mathbf{w}$ is a template given by

$$
\mathbf{w}=\left[\begin{array}{llll}
w_{1} & w_{2} & \cdots & w_{N} \tag{3.9}
\end{array}\right]^{T}
$$

Equation (3.8) is a general form for a linear discriminant functional and can be applied to both single and multiple frequency measurements. For single frequency measurements, the integral can simply be omitted.

We determine the template by maximizing the SNR of $\lambda$. The expression for the SNR of $\lambda$ for processes with finite first- and second-order statistics is given as [33]

$$
\begin{equation*}
\mathrm{SNR}_{\lambda}=\frac{\left|\mathrm{E}\left[\lambda \mid \mathcal{H}_{1}\right]-\mathrm{E}\left[\lambda \mid \mathcal{H}_{0}\right]\right|}{\sqrt{1 / 2\left(\operatorname{Var}\left[\lambda \mid \mathcal{H}_{1}\right]+\operatorname{Var}\left[\lambda \mid \mathcal{H}_{0}\right]\right)}} \tag{3.10}
\end{equation*}
$$

Each term in (3.10) can be determined using (3.4)-(3.7). The numerator is given by

$$
\begin{equation*}
\mathrm{E}\left[\lambda \mid \mathcal{H}_{1}\right]-\mathrm{E}\left[\lambda \mid \mathcal{H}_{0}\right]=\left\langle\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}, \mathbf{w}\right\rangle \tag{3.11}
\end{equation*}
$$

The variance of $\lambda$ can be expressed as

$$
\begin{align*}
& \operatorname{Var}\left[\lambda \mid \mathcal{H}_{\ell}\right]=\mathrm{E}\left[|\langle\mathbf{m}, \mathbf{w}\rangle|^{2} \mid \mathcal{H}_{\ell}\right], \quad \ell=0,1  \tag{3.12}\\
&=\int \mathbf{w}^{H} \mathbf{R}_{\ell} \mathbf{w} d \omega d \omega^{\prime}  \tag{3.13}\\
&=\left\langle\mathcal{R}_{\ell} \mathbf{w}, \mathbf{w}\right\rangle, \quad \ell=0,1 \tag{3.14}
\end{align*}
$$

where $\mathcal{R}_{\ell}, \ell=0,1$, is a symmetric nonnegative definite integral operator with the matrix kernel $\mathbf{R}_{\ell}$. Note that the integration in (3.12) should be understood to be elementwise. Plugging (3.12) into (3.10), we obtain

$$
\begin{align*}
\operatorname{Var}\left[\lambda \mid \mathcal{H}_{1}\right]+\operatorname{Var}\left[\lambda \mid \mathcal{H}_{0}\right] & =\int \mathbf{w}^{H}\left[\mathbf{R}_{1}+\mathbf{R}_{0}\right] \mathbf{w} d \omega d \omega^{\prime}  \tag{3.15}\\
& =\int \mathbf{w}^{H} \underbrace{\left[\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \mathbf{R}_{\mathbf{n}_{\mathbf{r}}} \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}}^{H}+2 \mathbf{R}_{\mathbf{n}}\right]}_{2 \overline{\mathbf{R}}} \mathbf{w} d \omega d \omega^{\prime}  \tag{3.16}\\
& =:\langle 2 \overline{\mathcal{R}} \mathbf{w}, \mathbf{w}\rangle, \tag{3.17}
\end{align*}
$$

where $\overline{\mathcal{R}}$ is a symmetric, nonnegative definite operator with the matrix kernel $\overline{\mathbf{R}}$.
Using (3.10), (3.11), and (3.15), $\mathrm{SNR}_{\lambda}^{2}$ can be expressed in terms of the unknown template as follows:

$$
\begin{equation*}
J(\mathbf{w})=\operatorname{SNR}_{\lambda}^{2}=\frac{\left|\left\langle\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}, \mathbf{w}\right\rangle\right|^{2}}{1 / 2\left\langle\left(\mathcal{R}_{1}+\mathcal{R}_{0}\right) \mathbf{w}, \mathbf{w}\right\rangle} \tag{3.18}
\end{equation*}
$$

The optimal linear template maximizing $J(\mathbf{w})$ is then

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}=\overline{\mathcal{R}}^{-1} \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}} \tag{3.19}
\end{equation*}
$$

Equation (3.19) shows that the optimal template is position and velocity dependent. A detailed derivation of the optimal linear template can be found in Appendix A.

Under the assumption that the noise at different receivers is uncorrelated and wide-sense stationary, $\mathbf{R}_{\mathbf{n}}$ reduces to a diagonal matrix. Without loss of generality, if the first receiver is the reference, then

$$
\begin{equation*}
R_{n}^{i i}\left(\omega, \omega^{\prime}\right)=S_{n}^{i+1}(\omega) \delta\left(\omega-\omega^{\prime}\right), \quad i=1, \ldots, N-1, \tag{3.20}
\end{equation*}
$$

where $S_{n}^{i}(\omega)$ is the power spectral density function of the noise. Note that if each component of the noise vector is white, $S_{n}^{i}(\omega), i=1, \ldots, N, i \neq j$, becomes constant.

We define

$$
\begin{equation*}
\overline{\mathbf{S}}(\omega)=\int \overline{\mathbf{R}}\left(\omega, \omega^{\prime}\right) d \omega^{\prime} \tag{3.21}
\end{equation*}
$$

Thus, under the wide-sense stationarity assumption, (3.19) becomes

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}=\overline{\mathbf{S}}^{-1}(\omega) \mathbf{P}_{y, v}(\omega) \overline{\mathbf{m}}_{\mathbf{r}}(\omega) \tag{3.22}
\end{equation*}
$$

where $\overline{\mathbf{S}}^{-1}$ is the inverse of $\overline{\mathbf{S}}$.
From (3.21) and (3.16), $\overline{\mathbf{S}}^{-1}$ can be approximated by a diagonal matrix (for a detailed derivation, see Appendix B).

We denote diagonal elements of $\overline{\mathbf{S}}^{-1}$ by $\bar{S}_{i}^{-1}(\omega), i=1, \ldots, N$, and $i \neq j$, which is a function of $S_{n}^{i}(\omega)$ and the kernel of $\mathbf{P}_{y, v}$.

For a moving point target located at $\boldsymbol{y}$, moving with a hypothetical velocity $\boldsymbol{v}$, each component of the optimal template becomes

$$
\begin{equation*}
w_{i}=\bar{S}_{i}^{-1}(\omega) \frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|}{\left|\mathbf{y}-\mathbf{x}_{i}\right|} \gamma_{\boldsymbol{y}, v, i j} \mathrm{e}^{-\mathrm{i} k\left(\left|\mathbf{y}-\mathbf{x}_{i}\right|-\gamma_{y, v, i j}\left|\mathbf{y}-\mathbf{x}_{j}\right|\right)} \mathrm{E}\left[\hat{m}_{j}\left(\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j} \omega\right)\right] \tag{3.23}
\end{equation*}
$$

where $i=1, \ldots, N$, and $i \neq j$, and $\gamma_{\boldsymbol{y}, v, i j}$ is given by (2.38).
The first term in (3.23) is a prewhitening filter due to colored noise, the second term involves scaling due to geometrical spreading factors and the passive-Doppler-scale-factor, the third term involves delay due to the path difference between the two receivers and a temporal dilation due to the passive-Doppler-scale-factor, and the last term involves averaged dilated reference measurement.

Thus, the output of the linear discriminant functional can be viewed as a summation of the correlations between the filtered, delayed, scaled (or dilated) replica of the reference measurement $m_{j}$ and the measurement $m_{i}, i \neq j$, which is given by

$$
\begin{equation*}
\lambda(\boldsymbol{y}, \boldsymbol{v})=\sum_{i \neq j} \int \frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|}{\left|\mathbf{y}-\mathbf{x}_{i}\right|} \mathrm{E}\left[m_{j}^{\prime}\left(\frac{t-\left|\mathbf{y}-\mathbf{x}_{i}\right| / c_{0}}{\gamma_{\mathbf{y}, \boldsymbol{v}, i j}}+\frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|}{c_{0}}\right)\right] m_{i}^{*}(t) d t \tag{3.24}
\end{equation*}
$$

where $m_{j}^{\prime}(t)$ is the filtered version of $m_{j}(t)$ with the filtering given by $\bar{S}_{i}^{-1}(\omega)$.
Note that for stationary targets, the passive-Doppler-scaling factor, $\gamma_{y, v, i j}$, becomes 1 , and the test-statistic in (3.24) reduces to the one in passive imaging of stationary targets using distributed apertures in free space [47].

We use $\lambda(\boldsymbol{y}, \boldsymbol{v})$ to form a four-dimensional image of the scene, which shows the distribution of the targets in the two-dimensional position space as well as their corresponding velocities in the two-dimensional velocity space. In the next section, we analyze the resolution of our passive moving target imaging method.
4. Resolution analysis. In this section, we assume that the surface topography is flat, i.e., $h(\boldsymbol{y})=h$, for some $\boldsymbol{y} \in \mathbb{R}^{2}$ and set $\mathbf{y}=[\boldsymbol{y}, h], \mathbf{v}=[\boldsymbol{v}, 0]$. We focus our analysis on the moving point target model given by (2.34) and analyze how it is resolved in the four-dimensional image $\lambda(\boldsymbol{y}, \boldsymbol{v}), \boldsymbol{y}, \boldsymbol{v} \in \mathbb{R}^{2}$.

We define the expected value of the image of a moving point target, represented by the Dirac-delta function in position and velocity spaces, as the point spread function (PSF), $K\left(\boldsymbol{y}, \boldsymbol{y}_{0} ; \boldsymbol{v}, \boldsymbol{v}_{0}\right)$, of the four-dimensional imaging operator with $\boldsymbol{y}$ serving as the spatial index of the image, $\boldsymbol{y}_{0}$ as the location of the point target (at time $t=0$ ), $\boldsymbol{v}$ as the velocity index of the image, and $\boldsymbol{v}_{0}$ as the velocity of the point target, i.e.,

$$
\begin{align*}
K\left(\boldsymbol{y}, \boldsymbol{y}_{0} ; \boldsymbol{v}, \boldsymbol{v}_{0}\right) & :=\mathrm{E}[\lambda(\boldsymbol{y}, \boldsymbol{v})] \\
& =\left\langle\mathrm{E}[\mathbf{m}], \overline{\mathcal{R}}^{-1} \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}\right\rangle \tag{4.1}
\end{align*}
$$

Without loss of generality, we first assume that there is a single pair of receivers present and a single transmitter in the scene. This allows us to simplify our analysis and distill the important aspects of our analysis that can be readily generalized. We next extend our results to the case where there are multiple pairs of receivers and multiple transmitters.

### 4.1. Resolution analysis for two receivers and a single transmitter.

4.1.1. PSF of the imaging operator. The transmitter is assumed to be located at $\mathbf{z}_{1}$ transmitting waveform $p_{1}$ at time $t=-T_{\mathbf{z}_{1}}$. For a deterministic moving point target model given by (2.34), using (2.24), we have

$$
\begin{equation*}
\mathrm{E}\left[\hat{m}_{j}(\omega)\right]=\frac{-\omega^{2} \rho \mathrm{e}^{\mathrm{i} \phi_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{1}}}}{(4 \pi)^{2}\left|\mathbf{y}_{0}-\mathbf{x}_{j} \| \mathbf{y}_{0}-\mathbf{z}_{1}\right| \alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{1}}^{3}} \hat{p}_{1}\left(\frac{\omega}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{1}}}\right) \tag{4.2}
\end{equation*}
$$

where $\phi_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{1}}$ and $\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{1}}$ are as in (2.25) and (2.26), respectively.
We assume that there are two receivers located at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ and take the measurement at $\mathbf{x}_{1}$ as the reference. Thus, from (3.8) and (3.23), we have

$$
\begin{align*}
K\left(\boldsymbol{y}, \boldsymbol{y}_{0} ; \boldsymbol{v}, \boldsymbol{v}_{0}\right)= & \mathrm{E}[\lambda(\boldsymbol{y}, \boldsymbol{v})] \\
=\frac{\left|\mathbf{y}-\mathbf{x}_{1}\right|}{\left|\mathbf{y}-\mathbf{x}_{2}\right|} \gamma_{\boldsymbol{y}, \boldsymbol{v}, 21} \int & \bar{S}_{2}^{-1}(\omega) \mathrm{e}^{-\mathrm{i} k\left(\left|\mathbf{y}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}\left|\mathbf{y}-\mathbf{x}_{1}\right|\right)} \\
& \times \mathrm{E}\left[\hat{m}_{1}\left(\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21} \omega\right)\right] \mathrm{E}\left[\hat{m}_{2}^{*}(\omega)\right] d \omega \tag{4.3}
\end{align*}
$$

where $\gamma_{\boldsymbol{y}, \boldsymbol{v}, 12}$ is given by (2.38) for $i=2, j=1$.
Using (4.2), (4.3) becomes

$$
\begin{array}{r}
\left.\left.K\left(\boldsymbol{y}, \boldsymbol{y}_{0} ; \boldsymbol{v}, \boldsymbol{v}_{0}\right)=\beta \int \bar{S}_{2}^{-1}(\omega) \omega^{4} \mathrm{e}^{-\mathrm{i} k r_{21}} \mathrm{e}^{\mathrm{i} k\left[\left(\frac{\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}}{\alpha_{0}, v_{0}, \mathbf{x}_{1}, \mathbf{z}_{1}}\right.\right.}-\frac{1}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}}\right)\left(c_{0} T_{\mathbf{z}_{1}}-\left|\mathbf{y}_{0}-\mathbf{z}_{1}\right|\right)\right] \\
\\
\times \hat{p}_{1}\left(\frac{\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{1}, \mathbf{z}_{1}}} \omega\right) \hat{p}_{1}^{*}\left(\frac{\omega}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}}\right) d \omega
\end{array}
$$

where

$$
\begin{equation*}
\beta=\frac{\rho^{2}\left|\mathbf{y}-\mathbf{x}_{1}\right|}{(4 \pi)^{4}\left|\mathbf{y}_{0}-\mathbf{z}_{1}\right|^{2}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right|\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|\left|\mathbf{y}-\mathbf{x}_{2}\right|} \cdot \frac{\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}^{3}}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{1}, \mathbf{z}_{1}}^{3} \alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}^{3}} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{21}=\left|\mathbf{y}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}\left|\mathbf{y}-\mathbf{x}_{1}\right|-\left(\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right|\right) . \tag{4.6}
\end{equation*}
$$

Note that if $T_{\mathbf{z}_{1}}$ is chosen to be equal to $\left|\mathbf{y}_{0}-\mathbf{z}_{1}\right| / c_{0}$, the second exponential term in (4.4) disappears.

Examining (4.4), we see that if

$$
\begin{equation*}
\frac{\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{1}, \mathbf{z}_{1}}}=\frac{1}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}} \tag{4.7}
\end{equation*}
$$

then (4.4) becomes

$$
\begin{align*}
K\left(\boldsymbol{y}, \boldsymbol{y}_{0} ; \boldsymbol{v}, \boldsymbol{v}_{0}\right)= & \frac{T^{2}\left|\mathbf{y}-\mathbf{x}_{1}\right|}{(4 \pi)^{4}\left|\mathbf{y}_{0}-\mathbf{z}_{1}\right|^{2}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right|\left|\mathbf{y}-\mathbf{x}_{2}\right| \alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}} \\
& \times \int \bar{S}_{2}^{-1}(\omega) \omega^{4} \mathrm{e}^{-\mathrm{i} k r_{21}}\left|\hat{p}_{1}\left(\frac{\omega}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}}\right)\right|^{2} d \omega \tag{4.8}
\end{align*}
$$

which defines the correlation of $\left|\bar{S}_{2}^{-1 / 2}(\omega) \omega^{2} \hat{p}_{1}\left(\frac{\omega}{\alpha_{y_{0}, v_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}}\right)\right|$ with itself in time domain. Clearly, this correlation peaks when $r_{21}=0$, i.e.,

$$
\begin{equation*}
\left|\mathbf{y}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}\left|\mathbf{y}-\mathbf{x}_{1}\right|=\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right| \tag{4.9}
\end{equation*}
$$

Note that (4.8) can be interpreted as a generalized autoambiguity function of the transmitted waveform $p_{1}$ [44], which is a filtered and scaled version of the classical autoambiguity function.

The analysis above shows that the PSF of the imaging operator for two receivers and one transmitter reaches its maximum when the two conditions given in (4.7) and (4.9) are satisfied.
4.1.2. Passive iso-Doppler and iso-range manifolds in position and velocity spaces. Using (4.7) and (2.26), we have

$$
\begin{equation*}
\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}=\frac{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{1}, \mathbf{z}_{1}}}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{2}, \mathbf{z}_{1}}}=\frac{1+\widehat{\mathbf{y}_{0}-\mathbf{x}_{2}} \cdot \mathbf{v}_{0} / c_{0}}{1+\widehat{\mathbf{y}_{0}-\mathbf{x}_{1}} \cdot \mathbf{v}_{0} / c_{0}}=\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, 21} \tag{4.10}
\end{equation*}
$$

Since, in the slow-mover case, the speed of the target is much slower than the speed of light $c_{0}, \gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}$ can be approximated as follows:

$$
\begin{align*}
\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21} & =1+\frac{\widehat{\mathbf{y - \mathbf { x } _ { 2 }} \cdot \mathbf{v} / c_{0}-\widehat{\mathbf{y}-\mathbf{x}_{1}} \cdot \mathbf{v} / c_{0}}}{1+\widehat{\mathbf{y}-\mathbf{x}_{1}} \cdot \mathbf{v} / c_{0}} \\
& \approx 1+\left(\widehat{\mathbf{y}-\mathbf{x}_{2}}-\widehat{\mathbf{y}-\mathbf{x}_{1}}\right) \cdot \mathbf{v} / c_{0} \tag{4.11}
\end{align*}
$$

Let

$$
\begin{equation*}
F_{21}(C)=\left\{(\boldsymbol{y}, \boldsymbol{v}) \in \mathbb{R}^{2} \times \mathbb{R}^{2}: \gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}=C\right\} \tag{4.12}
\end{equation*}
$$

for some constant $C \in \mathbb{R}^{+}$. Using (4.11), $\gamma_{y, v, 21}=C$ can be written as

$$
\begin{equation*}
\left(\widehat{\mathbf{y}-\mathbf{x}_{2}}-\widehat{\mathbf{y - x _ { 1 }}}\right) \cdot \mathbf{v}=(C-1) c_{0} \tag{4.13}
\end{equation*}
$$

Multiplying both sides of (4.13) by $\omega$, we have

$$
\begin{equation*}
\frac{\omega}{c_{0}}\left(\widehat{\mathbf{y}-\mathbf{x}_{2}}-\widehat{\mathbf{y}-\mathbf{x}_{1}}\right) \cdot \mathbf{v}=(C-1) \omega \tag{4.14}
\end{equation*}
$$

The left-hand side of (4.14) is the hitchhiker-Doppler defined in [53]. Furthermore, for a fixed frequency, $\omega_{0}$, (4.14) becomes the DSAH-Doppler defined in [52]. In this regard, we refer to the manifold defined by (4.12) as the passive-iso-Doppler manifold. Thus, (4.10) specifies a passive-iso-Doppler manifold with respect to two receivers located at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. The teststatistic due to a moving point target located at $\boldsymbol{y}_{0}$ moving with velocity $\boldsymbol{v}_{0}$ is constant on this manifold.

Substituting (4.10) into the right-hand side of (4.9), we obtain

$$
\begin{equation*}
\left|\mathbf{y}-\mathbf{x}_{2}\right|-\gamma_{\mathbf{y}, \boldsymbol{v}, 21}\left|\mathbf{y}-\mathbf{x}_{1}\right|=\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|-\gamma_{\mathbf{y}_{0}, v_{0}, 21}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right| . \tag{4.15}
\end{equation*}
$$

Let

$$
\begin{equation*}
r_{21}(\boldsymbol{y}, \boldsymbol{v})=\left|\mathbf{y}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, 21}\left|\mathbf{y}-\mathbf{x}_{1}\right| . \tag{4.16}
\end{equation*}
$$

We refer to $r_{21}(\boldsymbol{y}, \boldsymbol{v})$ as the passive-range for a moving target with the passive Doppler-scalefactor $\gamma_{\mathbf{y}, \boldsymbol{v}, 21}$. For a pair of receivers located at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$, let

$$
\begin{equation*}
R_{21}(C)=\left\{(\boldsymbol{y}, \boldsymbol{v}) \in \mathbb{R}^{2} \times \mathbb{R}^{2}: r_{21}(\boldsymbol{y}, \boldsymbol{v})=C\right\} \tag{4.17}
\end{equation*}
$$

where $C \in \mathbb{R}^{+}$is a constant. Equation (4.17) defines a manifold in the four-dimensional position and velocity space $(\boldsymbol{y}, \boldsymbol{v})$. We refer to the this manifold as the passive-iso-range manifold. Thus, (4.15) specifies a passive-iso-range manifold with respect to two receivers located at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. The test-statistic due to a moving point target located at $\boldsymbol{y}_{0}$ moving with velocity $\boldsymbol{v}_{0}$ is constant on this manifold.

Based on the analysis above, we conclude that the PSF peaks at the intersection of the passive-iso-Doppler manifold defined by (4.10) and the passive-iso-range manifold defined by (4.15). The spreads along the passive-iso-Doppler manifold and the passive-iso-range manifold are both related to the shape of the generalized autoambiguity function defined by (4.8). Hence, the resolution of the reconstructed image in $(\boldsymbol{y}, \boldsymbol{v})$ is determined by the overlapping region between the passive-iso-Doppler and passive-iso-range manifolds. The cross-section of the overlapping region for a constant velocity determines the position resolution, while the cross-section of the overlapping region for a constant position determines the velocity resolution.
4.1.3. Two-dimensional passive iso-Doppler and iso-range contours. We consider the cross-sections of the passive-iso-Doppler and passive-iso-range manifolds for constant position and constant velocity in order to be able to visualize the four-dimensional PSF and to gain insight into the passive range and velocity resolutions.

Under the slow-mover assumption, (4.10) becomes

$$
\begin{equation*}
\left(\widehat{y-x_{2}}-\widehat{y-x_{1}}\right) \cdot \boldsymbol{v}=\left(\widehat{y_{0}-x_{2}}-\widehat{y_{0}-x_{1}}\right) \cdot \boldsymbol{v}_{0} . \tag{4.18}
\end{equation*}
$$

We consider the two-dimensional cross-sections of the four-dimensional passive-iso-Doppler manifold defined by (4.10) for a constant velocity $\boldsymbol{v}_{0}$ and a constant position $\boldsymbol{y}_{0}$.

Using (4.18), we define

$$
\begin{equation*}
F_{\boldsymbol{v}_{0}, 21}(C)=\left\{\boldsymbol{y} \in \mathbb{R}^{2}:\left(\widehat{\mathbf{y - \mathbf { x } _ { 2 }}}-\widehat{\mathbf{y - \mathbf { x } _ { 1 }}}\right) \cdot \boldsymbol{v}_{0}=\left(\widehat{\mathbf{y}_{0}-\mathbf{x}_{2}}-\widehat{\mathbf{y}_{0}-\mathbf{x}_{1}}\right) \cdot \boldsymbol{v}_{0}\right\} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\boldsymbol{y}_{0}, 21}(C)=\left\{\boldsymbol{v} \in \mathbb{R}^{2}:\left(\widehat{\mathbf{y}_{0}-\mathbf{x}_{2}}-\widehat{\mathbf{y}_{0}-\mathbf{x}_{1}}\right) \cdot \boldsymbol{v}=\left(\widehat{\mathbf{y}_{0}-\mathbf{x}_{2}}-\widehat{\mathbf{y}_{0}-\mathbf{x}_{1}}\right) \cdot \boldsymbol{v}_{0}\right\} . \tag{4.20}
\end{equation*}
$$

For a pair of receivers located at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ and target velocity $\boldsymbol{v}_{0},(4.19)$ specifies a passive-isoDoppler curve in the two-dimensional position space. We refer to this curve as the positionrelated passive-iso-Doppler contour. Similarly, for a pair of receivers located at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ and a target located at $\boldsymbol{y}_{0},(4.20)$ specifies a passive-iso-Doppler curve in the two-dimensional velocity space. We refer to this curve as the velocity-related passive-iso-Doppler contour.

Let $\phi_{12}$ be the angle between $\widehat{\mathbf{y}_{0}-\mathbf{x}_{1}}$ and $\widehat{\mathbf{y}_{0}-\mathbf{x}_{2}}$ and $\theta\left(\theta_{0}\right)$ be the angle between $\boldsymbol{v}\left(\boldsymbol{v}_{0}\right)$ and $\widehat{\mathbf{y}_{0}-\mathbf{x}_{2}}-\widehat{\mathbf{y}_{0}-\mathbf{x}_{1}}$. Then, (4.20) can be expressed as

$$
\begin{align*}
2 \sin \left(\frac{\phi_{12}}{2}\right)|\boldsymbol{v}| \cos \theta & =2 \sin \left(\frac{\phi_{12}}{2}\right)\left|\boldsymbol{v}_{0}\right| \cos \theta_{0} \\
\Rightarrow|\boldsymbol{v}| \cos \theta & =\left|\boldsymbol{v}_{0}\right| \cos \theta_{0} \tag{4.21}
\end{align*}
$$

Since $\{(|\boldsymbol{v}|, \theta) \in \mathbb{R} \times[0,2 \pi]:|\boldsymbol{v}| \cos \theta=C\}$ for some constant $C$ determines a straight line on the velocity plane, the velocity-related passive-iso-Doppler contour, specified by (4.20) and (4.21), corresponds to a line on the velocity plane that is perpendicular to the vector $\widehat{\mathbf{y - x}} \mathbf{x}_{2}-\widehat{\mathbf{y}-\mathbf{x}_{1}}$ with its distance to the origin being $|\boldsymbol{v}| \cos \theta$.

Figures 3 and 4 illustrate the position-related passive-iso-Doppler and velocity-related passive-iso-Doppler contours, respectively. The scene is $[0,100] \times[0,100] \mathrm{m}^{2}$ with flat topography and discretized into $200 \times 200$ pixels. The range of the velocity is $[-20,20] \times[-20,20] \mathrm{m} / \mathrm{s}$. The velocity plane is discretized into $400 \times 400$ pixels. The two receivers are located at $\mathbf{x}_{1}=\left[\begin{array}{lll}41.7 & 0 & 6\end{array}\right]^{T}$ and $\mathbf{x}_{2}=\left[\begin{array}{lll}58.3 & 0 & 6\end{array}\right]^{T}$, all in meters. The transmitter is located in the middle of the two receivers at $\mathbf{z}_{0}=\left[\begin{array}{ccc}50 & 0 & 6\end{array}\right]^{T}$ meters, and the point target is located at $\mathbf{y}_{0}=\left[\begin{array}{lll}60 & 60 & 0.1\end{array}\right]^{T}$ meters, at time $t=0$, moving with velocity $\left[\begin{array}{ccc}-10 & 15 & 0\end{array}\right] \mathrm{m} / \mathrm{s}$.

Similarly, we consider the cross-sections of the passive-iso-range manifold given in (4.15) for a constant velocity, $\boldsymbol{v}_{0}$, and a constant position, $\boldsymbol{y}_{0}$ :

$$
\begin{align*}
& R_{\boldsymbol{v}_{0}, 21}(C)=\left\{\boldsymbol{y} \in \mathbb{R}^{2}:\left|\boldsymbol{y}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}_{0}, 21}\left|\mathbf{y}-\mathbf{x}_{1}\right|\right. \\
&\left.=\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, 21}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right|\right\} \tag{4.22}
\end{align*}
$$



Figure 3. Position-related passive-iso-Doppler contours associated with a single transmitter and two receivers in the two-dimensional position space. The blank circle shows the transmitter location, and the cross shows receiver locations. The solid circle shows the point target location.


Figure 4. Velocity-related passive-iso-Doppler contours associated with a single transmitter and two receivers in the two-dimensional velocity space. The solid circle shows the point target velocity.
and

$$
\begin{align*}
R_{y_{0}, 21}(C)=\{\boldsymbol{v} & \in \mathbb{R}^{2}:\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|-\gamma_{\boldsymbol{y}_{0}, \boldsymbol{v}, 21}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right|  \tag{4.23}\\
& \left.=\left|\mathbf{y}_{0}-\mathbf{x}_{2}\right|-\gamma_{\mathbf{y}_{0}, \boldsymbol{v}_{0}, 21}\left|\mathbf{y}_{0}-\mathbf{x}_{1}\right|\right\} .
\end{align*}
$$

Note that under the slow-mover approximation given in (4.11), (4.23) reduces to (4.20). We refer to (4.22) as the position-related passive-iso-range contour. Figure 5 illustrates the positionrelated passive-iso-range contours. The settings of the scene, target, receivers, and transmitter are the same as those of Figure 3. Since under the slow-mover assumption $\gamma_{y, v, 21}$ is close to

1, we see that the position-related passive-iso-range contours are similar to hyperbolas with foci at $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$.


Figure 5. Position-related passive-iso-range contours associated with a single transmitter and two receivers in two-dimensional position space. The blank circle shows the transmitter location, and the cross shows receiver locations. The solid circle shows the point target location.

From the analysis in section 4.1 and the analysis above, we conclude that the velocity resolution is related to the spread of the velocity-related passive-iso-Doppler contours. The position resolution, on the other hand, can be related to the spread of the position-related passive-iso-Doppler contour or position-related passive-iso-range contour, depending on the Doppler and range ambiguities of the transmitted waveform: If the transmitted waveform has good Doppler resolution but poor range resolution, the position resolution primarily depends on the spread of the position-related passive-iso-Doppler contours. If, on the other hand, the transmitted waveform has only good range resolution, the position reconstruction primarily depends on the spread of the position-related passive-iso-range contours.

Note that if the transmitted waveform has both good Doppler and good range resolution, the position resolution depends on the cross-section of the intersection of the passive-isoDoppler and passive-iso-range manifolds for constant velocity as described in section 4.1, which is neither the position-related passive-iso-Doppler contour nor the position-related passive-isorange contour. However, this cross-section becomes one of the two types of contours described above as the range or Doppler resolution of the waveform degrades, or as the Doppler or range resolution improves.
4.2. Resolution analysis for multiple receivers and multiple transmitters. For multiple receivers $(N>2)$ and multiple transmitters located at $\mathbf{z}_{q}, q=1, \ldots, M(M>1)$, using (2.24),
(2.34), (3.8), and (3.23), we can show that the PSF of the imaging operator becomes

$$
\begin{aligned}
& K\left(\boldsymbol{y}, \boldsymbol{y}_{0} ; \boldsymbol{v}, \boldsymbol{v}_{0}\right)=\rho^{2} \sum_{q=1}^{M} \sum_{i \neq j}^{N} C_{1} \int \bar{S}_{i}^{-1}(\omega) \omega^{4} \mathrm{e}^{-\mathrm{i} k r_{i j}} \\
& \left.\left.\times \mathrm{e}^{\mathrm{i} k\left[\left(\frac{\gamma_{y, v, i j}}{\alpha y_{0}, v_{0}, x_{j}, \mathbf{x}_{q}}-\frac{1}{\alpha \alpha_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{x}_{q}}\right)\right.}\right)\left(c T_{\mathbf{z}_{q}}-\left|\mathbf{y}_{0}-\mathbf{z}_{q}\right|\right)\right] \\
& \times \hat{p}_{q}\left(\frac{\gamma_{y, v, i j}}{\alpha_{y_{0}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}} \omega\right) \hat{p}_{q}^{*}\left(\frac{\omega}{\alpha_{\boldsymbol{y}_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{z}_{q}}}\right) d \omega \\
& +\rho^{2} \sum_{q \neq q^{\prime}}^{M} \sum_{i \neq j}^{N} C_{2} \int \bar{S}_{i}^{-1}(\omega) \omega^{4} \mathrm{e}^{-\mathrm{i} k r_{i j}} \\
& \left.\left.\times \mathrm{e}^{\mathrm{i} k\left[\frac{\gamma_{y, v, i j}}{\alpha_{\mathbf{y}_{0}}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}\left(c_{0} T_{\mathbf{z}_{q}}-\left|\mathbf{y}_{0}-\mathbf{z}_{q}\right|\right)-\frac{1}{\alpha_{y_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{z}_{q^{\prime}}}}\left(c_{0} T_{\mathbf{z}_{q^{\prime}}}-\left|\mathbf{y}_{0}-\mathbf{z}_{q^{\prime}}\right|\right.\right.}\right)\right] \\
& \times \hat{p}_{q}\left(\frac{\gamma_{y, v, i j}}{\alpha_{\boldsymbol{y}_{0}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}} \omega\right) \hat{p}_{q^{\prime}}^{*}\left(\frac{\omega}{\alpha_{y_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{z}_{q^{\prime}}}}\right) d \omega,
\end{aligned}
$$

where

$$
\begin{gather*}
C_{1}=\frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|}{(4 \pi)^{4}\left|\mathbf{y}_{0}-\mathbf{z}_{q}\right|^{2}\left|\mathbf{y}_{0}-\mathbf{x}_{j}\right|\left|\mathbf{y}_{0}-\mathbf{x}_{i}\right|\left|\mathbf{y}-\mathbf{x}_{i}\right|} \\
\times \frac{\gamma_{\mathbf{y}, v, i j}^{3}}{\alpha_{\mathbf{y}_{0}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}^{3} \alpha_{\mathbf{y}_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{z}_{q}}},  \tag{4.25}\\
C_{2}=\frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|}{(4 \pi)^{4}\left|\mathbf{y}_{0}-\mathbf{z}_{q}\right|\left|\mathbf{y}_{0}-\mathbf{z}_{q^{\prime}}\right|\left|\mathbf{y}_{0}-\mathbf{x}_{j}\right|\left|\mathbf{y}_{0}-\mathbf{x}_{i}\right|\left|\mathbf{y}-\mathbf{x}_{i}\right|} \\
\times \frac{\gamma_{\mathbf{y}, v, i j}^{3}}{\alpha_{\mathbf{y}_{0}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}^{3} \alpha_{\mathbf{y}_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{z}_{q^{\prime}}}^{3}}, \tag{4.26}
\end{gather*}
$$

and

$$
\begin{gather*}
r_{i j}=\left|\mathbf{y}-\mathbf{x}_{i}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}\left|\mathbf{y}-\mathbf{x}_{j}\right|-\left(\left|\mathbf{y}_{0}-\mathbf{x}_{i}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}\left|\mathbf{y}_{0}-\mathbf{x}_{j}\right|\right),  \tag{4.27}\\
\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}=\frac{1+\widehat{\mathbf{y - \mathbf { x } _ { i }} \cdot \mathbf{v} / c_{0}}}{1+\widehat{\mathbf{y - \mathbf { x } _ { j }} \cdot \mathbf{v} / c_{0}}} . \tag{4.28}
\end{gather*}
$$

Note that if there is a single transmitter present in the scene, i.e., $M=1$, the second summation in (4.24) vanishes. Thus, similar to the two-receiver case, (4.24) attains its maximum whenever

$$
\begin{equation*}
\frac{\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{1}}}=\frac{1}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{i}, \mathbf{z}_{1}}} \tag{4.29}
\end{equation*}
$$

and $r_{i j}=0$, i.e.,

$$
\begin{equation*}
\left|\mathbf{y}-\mathbf{x}_{i}\right|-\gamma_{\boldsymbol{y}, \boldsymbol{v}, i j}\left|\mathbf{y}-\mathbf{x}_{j}\right|=\left|\mathbf{y}_{0}-\mathbf{x}_{i}\right|-\gamma_{\mathbf{y}, v, i j}\left|\mathbf{y}_{0}-\mathbf{x}_{j}\right|, \tag{4.30}
\end{equation*}
$$

where $i=1, \ldots, N, i \neq j$. Clearly, for $N \geq 3$ and $M=1$, there are multiple pairs of receivers generating multiple passive-iso-Doppler manifolds, $F_{i j}$, and passive-iso-range manifolds, $R_{i j}$, associated with (4.29) and (4.30), respectively. These manifolds intersect at the correct target position and correct target velocity in $(\boldsymbol{y}, \boldsymbol{v})$ space and contribute to the reconstruction of the moving target image. The test-statistic value at the the correct target position and correct target velocity increases by roughly a factor of $N-1$ as compared to that of the two-receiver case given in (4.4).

If there are multiple transmitters illuminating the scene ( $M \geq 2$ ), under the conditions

$$
\begin{equation*}
\frac{\gamma_{y, v, i j}}{\alpha_{\boldsymbol{y}_{0}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}}=\frac{1}{\alpha_{\boldsymbol{y}_{0}, v_{0}, \mathbf{x}_{i}, \mathbf{z}_{q}}}, \quad q=1, \ldots, M, \tag{4.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\gamma_{y, v, i j}}{\alpha_{y_{0}, v_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}}=\frac{1}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{i}, \boldsymbol{q}_{q^{\prime}}}} \quad q, \quad q^{\prime}=1, \ldots, M, q \neq q^{\prime} \tag{4.32}
\end{equation*}
$$

the PSF of the imaging operator in (4.24) can be viewed as the generalized autoambiguity and generalized cross-ambiguity functions of the transmitted waveforms $p_{q}, q=1, \ldots, M$, where the generalized auto- and cross-ambiguity functions are interpreted as defined in the previous subsection. The first summation in (4.24) is due to the autoambiguity functions, and the second summation in (4.24) is due to the cross-ambiguity functions of the transmitted waveforms.

Equation (4.31) shows that for $M$ transmitters, there are additional $M-1$ passive-isoDoppler manifolds intersecting at the target location and velocity. Therefore, the test-statistic value at the correct target position and correct target velocity increases by roughly a factor of $M$ as compared to that of the single transmitter case.

Note that if (4.32) is satisfied, the terms in the second summation in (4.24) peak at

$$
\begin{equation*}
r_{i j}=\frac{\gamma_{y, v, i j}}{\alpha_{\boldsymbol{y}_{0}, \boldsymbol{v}_{0}, \mathbf{x}_{j}, \mathbf{z}_{q}}}\left[c_{0}\left(T_{\mathbf{z}_{q}}-T_{\mathbf{z}_{q^{\prime}}}\right)+\left|\mathbf{y}_{0}-\mathbf{z}_{q^{\prime}}\right|-\left|\mathbf{y}_{0}-\mathbf{z}_{q}\right|\right] . \tag{4.33}
\end{equation*}
$$

Clearly, for $\mathbf{z}_{q} \neq \mathbf{z}_{q^{\prime}}$, the passive-iso-Doppler manifolds defined by (4.32) and the passive-isorange manifolds defined by (4.33) do not intersect at the correct target location and correct target velocity leading to artifacts in the reconstructed image. However, the strength of these artifacts can be weak if the the transmitted waveforms have low correlation. Alternatively, their strength can be suppressed by appropriate design of filters [35].
5. Computational complexity analysis of the moving target imaging algorithm. We use the test-statistic, $\lambda(\boldsymbol{y}, \boldsymbol{v})$, introduced in section 3 to form a four-dimensional image of the scene, which shows the distribution of the targets in the two-dimensional position space as well as their corresponding velocities in the two-dimensional velocity space. To facilitate visualization and performance evaluation, we generate three types of two-dimensional images
from the original four-dimensional image: The fist image, which we refer to as the peak-value image, is generated by choosing the maximum value of the four-dimensional image for each velocity $\left(v_{1}, v_{2}\right)$ to identify the target that has the highest reflectivity. We then choose the maximum value, $\tilde{\boldsymbol{v}}$, of the peak-value image as the estimate of the velocity of this target. The second image, which we refer to as the position-image, is the cross-section of the fourdimensional image for $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. We take the maximum value, $\tilde{\boldsymbol{y}}$, of the position-image as the estimate of the target's position. The third image, which we refer to as the velocity-image, is the cross-section of the four-dimensional image for $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Once the target with the largest reflectivity and its corresponding velocity are identified, we can identify the target that has the second largest reflectivity by iteratively forming the peak-value image corresponding to second largest value of the four-dimensional image for each velocity and the corresponding position- and velocity-images. Below we describe the computational complexity of forming the three types of images.

We assume that each measurement has $\mathcal{O}(N)$ samples in time (or frequency) variable and that the range of the position, $\left(y_{1}, y_{2}\right)$, and velocity, $\left(v_{1}, v_{2}\right)$, vectors are both discretized into $\mathcal{O}(N \times N)$ samples. For each pair of receivers, the computational complexity of each step of the moving target image formation algorithm is as follows.
(1) Peak-value image formation. For each $\left(v_{1}, v_{2}\right)$ sample, we form the image at $\left(y_{1}, y_{2}\right)$. The computation of the optimal template and the test-statistic using (3.23) and (3.24), respectively, for each $\left(y_{1}, y_{2}\right)$ requires $\mathcal{O}(N)$ number of computations. The computational complexity of reconstructing an image for a fix $\left(v_{1}, v_{2}\right)$ and all $\left(y_{1}, y_{2}\right)$ is $\mathcal{O}\left(N^{3}\right)$. Thus, for all $\left(v_{1}, v_{2}\right)$ samples, the computational complexity of forming a four-dimensional image is $\mathcal{O}\left(N^{5}\right)$. Since the computational complexity of calculating the maxima of the four-dimensional image is negligible, the computational complexity of forming the peak-value image is $\mathcal{O}\left(N^{5}\right)$.
(2) Position-image formation. Since the position images for each velocity sample are formed in step (1), the position-image for the estimated target velocity is readily available, and, therefore, no computation is needed in this step.
(3) Velocity-image formation. For each $\left(v_{1}, v_{2}\right)$ sample, the optimal template and teststatistic are computed for the estimated target position in $\mathcal{O}(N)$ number of computations. Thus, for all $\left(v_{1}, v_{2}\right)$, the computational complexity of this step is $\mathcal{O}\left(N^{3}\right)$.

From the analysis above, we conclude that for each pair of receivers, the computational complexity of our imaging method is determined by the four-dimensional and peak-value image formation, $\mathcal{O}\left(N^{5}\right)$, which is proportional to the range and sampling of the velocity and position vectors, and the number of the time (or frequency) samples available in measurements. As the range of the velocity or position vectors increases, or the sampling period of these quantities decreases, the computational complexity of the image formation increases.

Note that our image formation algorithm can be implemented with high efficiency by parallel processing. More specifically, the position images for $N \times N$ velocity samples in (1) can be computed simultaneously resulting in $\mathcal{O}\left(N^{3}\right)$ computations on a single processor. Further reduction in computational complexity at each processor can be attained by exploiting

Fourier domain implementation of the correlation via fast Fourier transform based algorithms.

## 6. Numerical simulations.

6.1. Simulation parameters and performance evaluation. We conducted numerical simulations to demonstrate the performance of our passive imaging method using a moving point target model. We assumed that there is a single transmitter present in the scene and conducted the simulations with different numbers of receivers and different types of waveforms. In all the experiments, we simulated the thermal noise as an additive white Gaussian process.

We formed the four-dimensional test-statistic image in $\left(\left(y_{1}, y_{2}\right) \times\left(v_{1}, v_{2}\right)\right)$ coordinates using the peak-value image and the position- and velocity-images. We performed the performance evaluation using the position- and velocity-images.
6.1.1. Waveforms of opportunity. Taking into account the types of waveforms available in practice as illuminators of opportunity, we used two types of transmitted waveforms in our simulations: The first type of waveforms has high Doppler resolution and relatively poor range resolution, such as frequency modulated (FM) radio and television signals and waveforms used by global system for mobile communication (GSM). We refer to such waveforms as the high-Doppler resolution waveforms. We simulated a high-Doppler resolution waveform as a single-frequency continuous wave (CW) with 4 GHz carrier frequency and 0.1 s duration in our experiments. Such a waveform provides a radial velocity resolution of about $0.375 \mathrm{~m} / \mathrm{s}$ in monostatic operations. The second type of waveforms we considered has not only good Doppler resolution but also acceptable range resolution. Examples of such waveforms include wireless network (or WiFi) signals, digital video broadcasting terrestrial (DVB-T) signals, and WiMAX [30] waveforms, which have relatively large bandwidth that can offer reasonable range resolution. We refer to such waveforms as the high-Doppler and good-range resolution waveforms. We simulated a high-Doppler and good-range resolution waveform with the same carrier frequency and duration as the high-Doppler resolution waveform, but with an additional frequency modulation, which results in a bandwidth of 7.5 MHz . Such a waveform provides about 19.5 m range resolution and $0.375 \mathrm{~m} / \mathrm{s}$ radial velocity resolution in monostatic operations.
6.1.2. Position and velocity parameters, and the number and location of receivers. We considered a scene of size $[0,3 \mathrm{e} 3] \times[0,3 \mathrm{e} 3] \mathrm{m}^{2}$ with flat topography. We discretized the scene into $201 \times 201$ pixels where $[0,0,0] \mathrm{m}$ and $[3 \mathrm{e} 3,3 \mathrm{e} 3,0] \mathrm{m}$ correspond to the pixels $(1,1)$ and $(201,201)$, respectively. We assumed that the target velocity is in the range of $[-20,20] \times$ $[-20,20] \mathrm{m} / \mathrm{s}$. We discretized the velocity plane into $401 \times 401$ pixels where $[-20,-20,0] \mathrm{m}$ and $[20,20,0] \mathrm{m}$ correspond to the pixels $(1,1)$ and $(401,401)$, respectively.

The point target with unit reflectivity was assumed to be located at $\left[\begin{array}{lll}2.5 \mathrm{e} 3 & 2 \mathrm{e} 3 & 0\end{array}\right]^{T} \mathrm{~m}$ moving with velocity $[-10,15] \mathrm{m} / \mathrm{s}$.

For each waveform, we performed the image reconstruction with three, five, and ten receivers present around the scene. The single transmitter was assumed to be located at $[1.5 \mathrm{e} 3,0,6]^{T} \mathrm{~m}$. Both the transmitter and receivers were assumed to be on the same $z$-plane, $z=6$. The receivers were assumed to lie on the $x$-axis, equidistant from each other in the range of $[0,3 \mathrm{e} 3]^{T} \mathrm{~m}$ for the three-receiver and the five-receiver cases. For the ten-receiver case, the receivers were distributed around the scene. Figure 6(a) shows the scene with the


Figure 6. The two-dimensional view of the simulation set-up. (a) Scene settings for three and ten receivers and a single transmitter. The gray region denotes the scene considered in all the numerical simulations. The red dot indicates the location of the point target with the arrow denoting the direction of the target velocity. The cross signs along the $x$-axis show the location of the receivers for the three-receiver case, while the blank squares show the location of the receivers for the ten-receiver case. The diamond indicates the location of the transmitter. (b) Velocity setting of the moving point target where the target velocity is indicated by a blue dot.
moving point target, the transmitter, and the receivers for the three- and ten-receiver cases. Figure 6(b) shows the moving target on the velocity plane.
6.1.3. Performance evaluation. We investigated the performance of our imaging method at different levels of SNR of the received signal and with different numbers of receivers using the high-Doppler resolution waveform and the high-Doppler and good-range resolution waveform described above.

We define the SNR of the received signal, $\mathrm{SNR}_{m}$, as follows:

$$
\begin{equation*}
\mathrm{SNR}_{m}=20 \log _{10} \frac{|\mathrm{E}[m]|}{\sigma_{n}}, \tag{6.1}
\end{equation*}
$$

where $\sigma_{n}$ denotes the standard deviation of the additive thermal noise.
We use the target-to-background ratio (TBR) as a figure of merit to evaluate the quality of the reconstructed position- and velocity-images. We define the TBR of the position-image and velocity-image, $\mathrm{TBR}_{p}$ and $\mathrm{TBR}_{v}$, as follows:

$$
\begin{equation*}
\mathrm{TBR}_{p(v)}=20 \log _{10} \frac{\left|\mathrm{E}\left[I_{p(v)} \mid \mathcal{H}_{1}\right]-\mathrm{E}\left[I_{p(v)} \mid \mathcal{H}_{0}\right]\right|}{\sqrt{\operatorname{Var}\left[I_{p(v)} \mid \mathcal{H}_{1}\right]+\operatorname{Var}\left[I_{p(v)} \mid \mathcal{H}_{0}\right]}}, \tag{6.2}
\end{equation*}
$$

where $I_{p(v)}$ denotes the reconstructed position-image or velocity-image. Note that TBR represents the contrast-to-noise ratio of reconstructed images and is consistent with the figure of merit we use in designing the optimal template for the image formation.

We estimated the $\mathrm{TBR}_{p(v)}$ using 20 images, each reconstructed using a different realization of the received signal at a fixed $\mathrm{SNR}_{m}$. We estimated the $\mathrm{E}\left[I_{p(v)} \mid \mathcal{H}_{1}\right]$ by taking a small square area around the target location or target velocity and averaging the values over all the pixels in
the square and over 20 different reconstructions. Similarly, we estimated $\mathrm{E}\left[I_{p(v)} \mid \mathcal{H}_{0}\right]$ by taking a small square area of the background where no target was present. The same method was used to estimate the variances. We computed the TBR for different noise levels corresponding to the $\mathrm{SNR}_{m}$ value ranging from -5 dB to 12 dB .
6.2. Results using the high-Doppler resolution waveform. We used the high-Doppler resolution waveform described in section 6.1.1 in the simulation experiment. The reconstructed images of the moving point target using a single transmitter and three, five, and ten receivers are shown in Figures 7, 8, and 9, respectively.

Figures $7(\mathrm{a}), 8(\mathrm{a})$, and $9(\mathrm{a})$ show the peak-value images formed using three, five, and ten receivers, respectively. The maximum value of the peak-value image, which corresponds to the estimated velocity, $\tilde{\boldsymbol{v}}$, is indicated by a circle. Figures 7(b), 8(b), and 9(b) show the corresponding position-images (cross-section of the four-dimensional image) when $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The maximum value of the position-image, which corresponds to the estimated position, $\tilde{\boldsymbol{y}}$, is indicated by a red circle. For ease of comparison, the true position of the target is indicated by a solid red dot. Figures $7(\mathrm{c}), 8(\mathrm{c})$, and $9(\mathrm{c})$ show the corresponding velocity-images (crosssection of the four-dimensional image) when $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. The maximum value of the velocity-image, i.e., the estimated velocity, is indicated by a blue circle. The true velocity is indicated by a solid blue dot. Note that if the estimated value is almost equal to the true value, only the marker for true value is shown.

Figure 7 (a) shows that, with three receivers, ambiguities are present in the peak-value image, indicated by the brightest (dark red) region in the image that spreads in the range of $[-16,-12] \mathrm{m} / \mathrm{s}$ in $\boldsymbol{v}_{1}$ and the entire range of $v_{2}$. Due to the strong ambiguities, the estimated velocity $\tilde{\boldsymbol{v}}=(-13,15) \mathrm{m} / \mathrm{s}$ deviates from the correct value as expected. The estimated position of the target, $(2580,2595)$ m, has an error as well, as shown by the bright spot in Figure 7(b).

The existence of the ambiguities is related to the velocity resolution of the imaging operator. As can be seen from Figure 7(c), the velocity-image, which is the sum of the two velocity-related passive-iso-Doppler contours formed by each pair of receivers, is ridge-like. Note that the velocity-related passive-iso-Doppler contours are straight lines as described in section 4. The intersection of the two lines contributes to the reconstruction of the target velocity. However, relatively strong ambiguities are present along the ridges. Comparing Figure 7 (c) with Figure $7(\mathrm{a})$, we see that the ambiguities in the peak-value image are related to the ambiguities embedded in the velocity-image.

When the number of receivers increases, additional velocity-related passive-iso-Doppler contours intersect at the correct target velocity, resulting in increased test-statistic value and, thus, improved velocity resolution as shown in Figures 8(c) and 9(c). Although the velocityimages are still ridge-like, the ambiguities along the ridges are much weaker as compared to those of the three-receiver case. This, in return, weakens the ambiguities in the peak-value image, as shown in Figures 8(a) and 9(a).

Note that, in addition to the number of the receivers, the location of the receivers (and the transmitter) also plays a role in the reconstruction performance. For the ten-receiver case, where the receivers were surrounding the scene, the resolution is significantly improved as shown in Figure 9 compared to the five- and three-receiver cases. The velocity-image and the peak-value image are both delta-like, indicating good resolution in both velocity and position.


Figure 7. The reconstructed images for a moving point target with three receivers and a single transmitter transmitting a high-Doppler resolution waveform: (a) The peak-value image with the maximum value indicated by the circle. The estimated velocity $\tilde{\boldsymbol{v}}=(-13,15) \mathrm{m} / \mathrm{s}$. (b) The position-image when $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The estimated position $\tilde{\boldsymbol{y}}=(2580,2595) \mathrm{m}$. (c) The velocity-image when $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Solid dots indicate the true position (or velocity), and circles indicate the estimated position (or velocity).

Since a high-Doppler resolution waveform was used in this set of simulations, the performance of the position-image is mainly determined by the spread of the position-related passive-iso-Doppler curves as expected. As can be seen from the reconstructed position-images in Figures 7 (b), 8(b), and 9(b), the position-images are the superposition of the position-related passive-iso-Doppler curves, which intersect at the correct target location. This is consistent with our analysis in section 4 . Similar to the reconstructed velocity-images, the strength of the position-image at the correct target location increases with the increasing number of receivers, which results in improved position resolution.

Figures 10(a) and 10(b) show the TBR of the reconstructed position- and velocity-images versus the $\mathrm{SNR}_{m}$ for different numbers of receivers, respectively. We see that both $\mathrm{TBR}_{p}$ and $\mathrm{TBR}_{v}$ increase with the increasing number of receivers. This is consistent with the improvement observed in the reconstructed images as shown in Figures 7-9.
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(b)
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Figure 8. The reconstructed images for a moving point target with five receivers and a single transmitter transmitting a high-Doppler resolution waveform: (a) The peak-value image with the maximum value indicated by a circle. The estimated velocity $\tilde{\boldsymbol{v}}=(-10,15) \mathrm{m} / \mathrm{s}$. (b) The position-image when $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The estimated position $\tilde{\boldsymbol{y}}=(2500,2000) \mathrm{m}$. (c) The velocity-image when $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Solid dots indicate the true position (or velocity), and circles indicate the estimated position (or velocity).
6.3. Results using the high-Doppler and good-range resolution waveform. We conducted numerical simulations using the high-Doppler and good-range resolution waveform described above and three, five, and ten receivers. The corresponding reconstructed images are shown in Figures 11, 12, and 13. As before, we use circles to indicate the estimated positions (or velocities) and solid dots to indicate the true positions (or velocities).

The peak-value images are shown in Figures 11(a), 12(a), and 13(a) with circles indicating the estimated velocity $\tilde{\boldsymbol{v}}$. The position-images, as shown in Figures 11(b), 12(b), and 13(b), are the cross-sections of the four-dimensional images for $\boldsymbol{v}=\tilde{\boldsymbol{v}}$, while the velocity-images, as shown in Figures 11(c), 12(c), and 13(c), are the cross-sections of the four-dimensional images for $\boldsymbol{y}=\tilde{\boldsymbol{y}}$.

Figures $11(\mathrm{~b})(\mathrm{c}), 12(\mathrm{~b})(\mathrm{c})$, and $13(\mathrm{~b})(\mathrm{c})$ show that, similar to the results obtained using a high-Doppler resolution waveform, both the position and velocity resolutions improve as the
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Figure 9. The reconstructed images for a moving point target with ten receivers and a single transmitter transmitting a high-Doppler resolution waveform: (a) The peak-value image with the maximum value indicated by a circle. The estimated velocity $\tilde{\boldsymbol{v}}=(-10,15) \mathrm{m} / \mathrm{s}$. (b) The position-image when $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The estimated position $\tilde{\boldsymbol{y}}=(2500,2000) \mathrm{m}$. (c) The velocity-image when $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Solid dots indicate the true position (or velocity), and circles indicate the estimated position (or velocity).
number of receivers increases. Also, the improvement in the velocity resolution weakens the ambiguities in the peak-value images, as can be seen in Figures 11(a), 12(a), and 13(a).

Additionally, we observe that the velocity estimates obtained using the two different waveforms are almost the same when the images in Figures 11(c), 12(c), and 13(c) are compared with the images in Figures 7 (c), 8(c), and 9(c). This is consistent with our analysis in section 4, which states that the velocity resolution depends only on the Doppler ambiguity of the transmitted waveform.

Furthermore, comparing the images in Figures 11(b), 12(b), and 13(b) with those in Figures $7(\mathrm{~b}), 8(\mathrm{~b})$, and $9(\mathrm{~b})$, we observe that the position-images obtained using the highDoppler and good-range resolution waveform are not simply the sum of the position-related passive-iso-Doppler curves due to the good-range ambiguity provided by the waveform. For this type of waveform, multiple passive-iso-range manifolds along with multiple passive-iso-


Figure 10. TBR versus $\mathrm{SNR}_{m}$ for (a) position-images and (b) velocity-images obtained with different numbers of receivers and a single transmitter transmitting a high-Doppler resolution waveform.

Doppler manifolds contribute to the intersection at the correct target position. As a result, the projection of the intersection onto the position plane is no longer simply the position-related passive-iso-Doppler or the position-related passive-iso-range curves, as can be observed in Figures 11(b), 12(b), and 13(b). This result is consistent with our analysis in section 4.1.3.

The TBR of the position- and velocity-images versus the $\mathrm{SNR}_{m}$ for different numbers of receivers is shown in Figures 14(a) and $14(\mathrm{~b})$, respectively. We see that both $\mathrm{TBR}_{p}$ and $\mathrm{TBR}_{v}$ increase with the increasing number of receivers, as expected.
7. Conclusion. In this work, we presented a new passive imaging method for moving targets in position and velocity spaces using sparsely distributed receivers and noncooperative transmitters of opportunity. Our imaging method is comprised of a novel passive measurement model for moving targets and an associated image formation method. We defined the concept of passive-Doppler-scale-factor and developed a passive measurement model to relate the Doppler and delay information measured at different receiver locations. We next formulated the passive image formation problem within a GLRT framework where we set up a test of binary hypotheses using the passive measurement model for a hypothetical target located at an unknown position, moving with an unknown velocity. We designed a linear discriminant functional by maximizing the SNR of the test-statistic. The resulting discriminant functional correlates the filtered, delayed, and scaled (or dilated) averaged measurements from one receiver location with the measurements at another receiver location where the filtering is determined by the additive noise statistics, the delay is determined by the hypothetical target position, and the dilation is determined by the hypothetical passive-Doppler-scale-factor.

We presented the resolution analysis of our passive imaging algorithm in position and velocity spaces. Our analysis shows that the resolution in position and velocity spaces is determined by the intersection of the passive-iso-Doppler and passive-iso-range manifolds whose spread is associated with the underlying Doppler and range ambiguity functions of the waveforms of opportunity.

We presented computational complexity of our imaging algorithm and extensive simulation results to verify our analysis and to demonstrate the performance of our passive imaging method using different waveforms of opportunity available in the real world.
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Figure 11. The reconstructed images for a moving point target with three receivers and a single transmitter transmitting a high-Doppler and good-range resolution waveform. (a) The peak-value image with the maximum value indicated by a circle. The estimated velocity $\tilde{\boldsymbol{v}}=(-10,16) \mathrm{m} / \mathrm{s}$. (b) The position-image with $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The estimated position $\tilde{\boldsymbol{y}}=(2520,1965) \mathrm{m}$. (c) The velocity-image with $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Solid dots indicate the true position (or velocity), and circles indicate the estimated position (or velocity).

Unlike the existing passive moving target detection methods, our imaging method can determine the two- or three-dimensional velocity vector as well as the two- or three-dimensional position vector of a moving target, as opposed to only the radial position and velocity estimates. Our passive moving target imaging model can be utilized for target tracking when combined with a dynamic a priori model. Additionally, our passive measurement model can be extended to sparse apertures operating in multiple-scattering environments.

Our method assumes that the receivers are synchronized with respect to a common reference clock and that the locations of the receivers are known. Any error in the synchronization of receivers or lack of full knowledge of their location will result in a lack of focus in the reconstructed position and velocity space images, similar to the type that arises in the wellknown autofocus problem [5, 21]. This problem may be addressed by adapting the autofocus techniques to the passive imaging problems.
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Figure 12. The reconstructed images for a moving point target with five receivers and a single transmitter transmitting a high-Doppler and good-range resolution waveform. (a) The peak-value image with the maximum value indicated by a circle. The estimated velocity $\tilde{\boldsymbol{v}}=(-10,15) \mathrm{m} / \mathrm{s}$. (b) The position-image with $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The estimated position $\tilde{\boldsymbol{y}}=(2500,2000) \mathrm{m}$. (c) The velocity-image with $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Solid dots indicate the true position (or velocity), and circles indicate the estimated position (or velocity).

Finally, we note that the passive moving target imaging method introduced in this paper is not limited to radar and can be easily adapted to similar passive moving object imaging problems in acoustics, geophysics, or microwave imaging.

Appendix A. Derivation of the optimal linear template. We begin with the objective functional in (3.18). The numerator of (3.18) can be expressed as

$$
\begin{align*}
\left|\left\langle\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}, \mathbf{w}\right\rangle\right|^{2} & =\left\langle\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}, \mathbf{w}\right\rangle\left\langle\mathbf{w}, \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}\right\rangle  \tag{A.1}\\
& =\int \mathbf{w}^{H} \underbrace{\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}} \overline{\mathbf{m}}_{\mathbf{r}}^{H} \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}}^{H}}_{\mathbf{R}_{G}} \mathbf{w} d \omega d \omega^{\prime}  \tag{A.2}\\
& =:\left\langle\mathcal{R}_{G} \mathbf{w}, \mathbf{w}\right\rangle, \tag{A.3}
\end{align*}
$$

where $\mathcal{R}_{G}$ is a nonnegative definite symmetric operator with kernel $\mathbf{R}_{G} . J(\mathbf{w})$ is maximized
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Figure 13. The reconstructed images for a moving point target with ten receivers and a single transmitter transmitting a high-Doppler and good-range resolution waveform. (a) The peak-value image with the maximum value indicated by a circle. The estimated velocity $\tilde{\boldsymbol{v}}=(-10,15) \mathrm{m} / \mathrm{s}$. (b) The position-image with $\boldsymbol{v}=\tilde{\boldsymbol{v}}$. The estimated position $\tilde{\boldsymbol{y}}=(2500,2000) \mathrm{m}$. (c) The velocity-image with $\boldsymbol{y}=\tilde{\boldsymbol{y}}$. Solid dots indicate the true position (or velocity), and circles indicate the estimated position (or velocity).
by taking the Fréchet derivative of (3.18) with respect to $\mathbf{w}$. To do so we apply the chain rule. The Fréchet derivative of $\langle\mathcal{R} \mathbf{w}, \mathbf{w}\rangle$, where $\mathcal{R}$ is some symmetric nonnegative definite bounded linear operator, can be obtained by straightforward application of the Gâteaux derivative:

$$
\begin{align*}
D f(\mathbf{w}) & =\lim _{t \rightarrow 0} \frac{\langle\mathcal{R}(\mathbf{w}+t \mathbf{h}), \mathbf{w}+t \mathbf{h}\rangle-\langle\mathcal{R} \mathbf{w}, \mathbf{w}\rangle}{t}  \tag{A.4}\\
& =\langle\mathcal{R} \mathbf{w}, \mathbf{h}\rangle+\langle\mathcal{R} \mathbf{h}, \mathbf{w}\rangle=\langle\mathcal{R} \mathbf{w}, \mathbf{h}\rangle+\overline{\langle\mathcal{R} \mathbf{w}, \mathbf{h}\rangle}  \tag{A.5}\\
& =2 \operatorname{Re}\{\langle\mathcal{R} \mathbf{w}, \mathbf{h}\rangle\} . \tag{A.6}
\end{align*}
$$

The above holds for all $\mathbf{h} \in L^{2} \times \mathbb{R}^{M}$, and thus by the Riesz-Fréchet theorem, $D f(\mathbf{w})=$ $2 \Re\{\langle\mathcal{R} \mathbf{w}, \cdot\rangle\}$ is a linear functional on the function space $L^{2} \times \mathbb{R}^{M}$. For notational simplicity, we denote $\langle\mathcal{R} \mathbf{w}, \cdot\rangle$ with $\mathcal{R} \mathbf{w}$.


Figure 14. TBR versus $\mathrm{SNR}_{m}$ for (a) position-images and (b) velocity-images obtained with different numbers of receivers and a single transmitter transmitting a high-Doppler and good-range resolution waveform.

Using (A.4), the Fréchet derivative of (3.18) is given by

$$
\begin{align*}
D J(\mathbf{w}) & =\frac{2 \operatorname{Re}\left\{\mathcal{R}_{G} \mathbf{w}\right\}}{\langle\overline{\mathcal{R}} \mathbf{w}, \mathbf{w}\rangle}-\frac{2 \operatorname{Re}\{\overline{\mathcal{R}} \mathbf{w}\}\left\langle\mathcal{R}_{\mathrm{G}} \mathbf{w}, \mathbf{w}\right\rangle}{(\langle\overline{\mathcal{R}} \mathbf{w}, \mathbf{w}\rangle)^{2}}  \tag{A.7}\\
& =\frac{2 \operatorname{Re}\left\{\mathcal{R}_{\mathrm{G}} \mathbf{w}\right\}-2 \operatorname{Re}\{\overline{\mathcal{R}} \mathbf{w}\} \mathrm{J}(\mathbf{w})}{\langle\overline{\mathcal{R}} \mathbf{w}, \mathbf{w}\rangle} . \tag{A.8}
\end{align*}
$$

By setting $D J(w)=0$ and rearranging the terms, we get the following generalized eigenvalue problem:

$$
\begin{equation*}
\mathcal{R}_{G} \mathbf{w}=J(\mathbf{w}) \overline{\mathcal{R}} \mathbf{w} \tag{A.9}
\end{equation*}
$$

By the form of $\mathbf{R}_{G}$, defined in (A.2), the eigenfunction of $\mathcal{R}_{G}$ is proportional to $\mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathbf{r}}$, and so, assuming $\overline{\mathcal{R}}$ is invertible, the optimal linear detector is proportional to

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}=\overline{\mathcal{R}}^{-1} \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}} \overline{\mathbf{m}}_{\mathrm{r}} . \tag{A.10}
\end{equation*}
$$

Appendix B. Proof of the diagonal approximation of $\overline{\mathbf{S}}^{-1}$. Using (3.21) and (3.16), under the wide-sense stationary assumption of the noise at each receiver, we obtain

$$
\begin{equation*}
\overline{\mathbf{S}}(\omega)=\frac{1}{2} \mathbf{P}_{y, \boldsymbol{v}}(\omega) \mathbf{R}_{\mathbf{n}_{\mathbf{r}}}(\omega) \mathbf{P}_{\boldsymbol{y}, \boldsymbol{v}}^{H}(\omega)+\mathbf{R}_{\mathbf{n}}(\omega) \tag{B.1}
\end{equation*}
$$

For notational simplicity, we drop the $\omega$ dependence and the subscripts $\boldsymbol{y}$ and $\boldsymbol{v}$ of $\mathcal{P}$ for the rest of our treatment.

For clarity of exposition, we assume that there are three receivers present in the scene and take the first as the reference. Then, using (2.43), (3.2), and (3.3), under the assumption that the noise at different receivers is uncorrelated, we have

$$
\overline{\mathbf{S}}=\left[\begin{array}{cc}
\frac{1}{2}\left|\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right|^{2} S_{n}^{1}+S_{n}^{2} & \frac{1}{2} \mathcal{P}_{2} \mathcal{P}_{1}^{-1}\left(\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right)^{*} S_{n}^{1}  \tag{B.2}\\
\frac{1}{2} \mathcal{P}_{3} \mathcal{P}_{1}^{-1}\left(\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right)^{*} S_{n}^{1} & \frac{1}{2}\left|\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right|^{2} S_{n}^{1}+S_{n}^{3}
\end{array}\right],
$$

where $S_{n}^{i}$ denotes the power spectral density function of the noise at the $i$ th receiver, $i=1,2,3$, and $\left|\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\right|^{2}=\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\left(\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\right)^{*}$ for $i=2,3$ and $j=1$.

The inverse of $\overline{\mathbf{S}}$ has the form

$$
\overline{\mathbf{S}}^{-1}=\frac{1}{|\overline{\mathbf{S}}|}\left[\begin{array}{cc}
\frac{1}{2}\left|\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right|^{2} S_{n}^{1}+S_{n}^{3} & -\frac{1}{2} \mathcal{P}_{2} \mathcal{P}_{1}^{-1}\left(\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right)^{*} S_{n}^{1}  \tag{B.3}\\
\frac{1}{2} \mathcal{P}_{3} \mathcal{P}_{1}^{-1}\left(\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right)^{*} S_{n}^{1} & \frac{1}{2}\left|\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right|^{2} S_{n}^{1}+S_{n}^{2}
\end{array}\right]
$$

where $|\overline{\mathbf{S}}|$ denotes the determinant of $\overline{\mathbf{S}}$.
Substituting (B.3) into (3.22), we obtain

$$
\begin{aligned}
& \mathbf{w}_{\mathrm{opt}}= \frac{1}{|\overline{\mathbf{S}}|}\left[\begin{array}{cc}
\frac{1}{2} S_{n}^{1}\left|\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right|^{2}+S_{n}^{3} & -\frac{1}{2} S_{n}^{1} \mathcal{P}_{2} \mathcal{P}_{1}^{-1}\left(\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right)^{*} \\
\frac{1}{2} S_{n}^{1} \mathcal{P}_{3} \mathcal{P}_{1}^{-1}\left(\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right)^{*} & \frac{1}{2} S_{n}^{1}\left|\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right|^{2}+S_{n}^{2}
\end{array}\right] \\
& \times\left[\begin{array}{cc}
\mathcal{P}_{2} \mathcal{P}_{1}^{-1} & 0 \\
0 & \mathcal{P}_{3} \mathcal{P}_{1}^{-1}
\end{array}\right]\left[\begin{array}{c}
\overline{\hat{m}}_{1} \\
\overline{\hat{m}}_{1}
\end{array}\right] \\
&= \frac{1}{|\overline{\mathbf{S}}|}\left[\begin{array}{c}
\left(\frac{1}{2} S_{n}^{1}\left|\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right|^{2} \mathcal{P}_{2} \mathcal{P}_{1}^{-1}+S_{n}^{3} \mathcal{P}_{2} \mathcal{P}_{1}^{-1}-\frac{1}{2} S_{n}^{1} \mathcal{P}_{2} \mathcal{P}_{1}^{-1}\left|\mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right|^{2}\right) \hat{m}_{1} \\
\left(-\frac{1}{2} S_{n}^{1} \mathcal{P}_{3} \mathcal{P}_{1}^{-1}\left|\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right|^{2}+\frac{1}{2} S_{n}^{1}\left|\mathcal{P}_{2} \mathcal{P}_{1}^{-1}\right|^{2} \mathcal{P}_{3} \mathcal{P}_{1}^{-1}+S_{n}^{2} \mathcal{P}_{3} \mathcal{P}_{1}^{-1}\right) \hat{\hat{m}}_{1}
\end{array}\right] .
\end{aligned}
$$

Note that if

$$
\begin{equation*}
\left|\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\right|^{2} \mathcal{P}_{m} \mathcal{P}_{j}^{-1}=\mathcal{P}_{m} \mathcal{P}_{j}^{-1}\left|\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\right|^{2} \tag{B.5}
\end{equation*}
$$

where $j=1, i, m=2,3$, and $m \neq i$, (B.4) becomes

$$
\mathbf{w}_{\mathrm{opt}}=\frac{1}{|\overline{\mathbf{S}}|}\left[\begin{array}{c}
S_{n}^{3} \mathcal{P}_{2} \mathcal{P}_{1}^{-1} \overline{\hat{m}}_{1}  \tag{B.6}\\
S_{n}^{2} \mathcal{P}_{3} \mathcal{P}_{1}^{-1} \overline{\hat{m}}_{1}
\end{array}\right]
$$

which shows that $\overline{\mathbf{S}}^{-1}$ is a diagonal matrix given by

$$
\overline{\mathbf{S}}^{-1}=\frac{1}{|\overline{\mathbf{S}}|}\left[\begin{array}{cc}
S_{n}^{3} & 0  \tag{B.7}\\
0 & S_{n}^{2}
\end{array}\right]
$$

Similar to the derivation above, it can be shown that $\overline{\mathbf{S}}^{-1}$ can be reduced to a diagonal matrix for the case of $N>3$ receivers as long as (B.5) holds for $i, m=1, \ldots, N$, and $i, m \neq j, i \neq m$, where the $j$ th receiver is used as the reference.

Let

$$
\begin{equation*}
\mathcal{Q}_{n, i, m}=\left(\mathcal{P}_{n} \mathcal{P}_{j}^{-1}\right)\left(\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\right)^{*}\left(\mathcal{P}_{m} \mathcal{P}_{j}^{-1}\right) \tag{B.8}
\end{equation*}
$$

Thus, (B.5) can be written as

$$
\begin{equation*}
\mathcal{Q}_{i, i, m}=\mathcal{Q}_{m, i, i} \tag{B.9}
\end{equation*}
$$

Using (2.35), (2.36), and (2.21), we obtain

$$
\begin{equation*}
\mathcal{P}_{n} \mathcal{P}_{j}^{-1}[\hat{f}](\omega)=\frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|}{\left|\mathbf{y}-\mathbf{x}_{i}\right|} \frac{\mu_{i}}{\mu_{j}} \hat{f}\left(\frac{\mu_{i}}{\mu_{j}} \omega\right) \mathrm{e}^{\mathrm{i} \frac{\mu_{i}}{\mu_{j}} k\left|\mathbf{y}-\mathbf{x}_{j}\right|} \mathrm{e}^{-\mathrm{i} k\left|\mathbf{y}-\mathbf{x}_{i}\right|} \tag{B.10}
\end{equation*}
$$

Letting $\tilde{f}=\mathcal{P}_{n} \mathcal{P}_{j}^{-1}[\hat{f}](\omega)$, we obtain $\left(\mathcal{P}_{n} \mathcal{P}_{j}^{-1}\right)^{*}[\hat{f}]=\tilde{f}^{*}$. In (B.10) $\mu$ is as defined in (2.17). (We drop the subscripts $\boldsymbol{y}$ and $\boldsymbol{v}$ from $\mu$ for notational simplicity.)

Using (B.10), we express (B.8) as

$$
\begin{aligned}
\mathcal{Q}_{n, i, m}[\hat{f}](\omega)= & \left(\mathcal{P}_{n} \mathcal{P}_{j}^{-1}\right)\left(\mathcal{P}_{i} \mathcal{P}_{j}^{-1}\right)^{*}\left(\mathcal{P}_{m} \mathcal{P}_{j}^{-1}\right)[\hat{f}](\omega) \\
= & \frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|^{3}}{\left|\mathbf{y}-\mathbf{x}_{n}\right|\left|\mathbf{y}-\mathbf{x}_{i}\right|\left|\mathbf{y}-\mathbf{x}_{m}\right|} \frac{\mu_{n} \mu_{i} \mu_{m}}{\mu_{j}^{3}} \hat{f}\left(\frac{\mu_{n} \mu_{i} \mu_{m}}{\mu_{j}^{3}} \omega\right) \mathrm{e}^{\mathrm{i} \frac{\mu_{n} \mu_{i} \mu_{m}}{\mu_{j}^{3}} k\left|\mathbf{y}-\mathbf{x}_{j}\right|} \\
& \times \mathrm{e}^{-\frac{\mu_{n} \mu_{i}}{\mu_{j}^{2}} k\left|\mathbf{y}-\mathbf{x}_{m}\right|} \mathrm{e}^{-\mathrm{i} \frac{\mu_{n} \mu_{i}}{\mu_{j}^{2}} k\left|\mathbf{y}-\mathbf{x}_{j}\right|} \mathrm{e}^{\mathrm{i} \frac{\mu_{n}}{\mu_{j}} k\left|\mathbf{y}-\mathbf{x}_{i}\right|} \mathrm{e}^{\mathrm{i} \frac{\mu_{n}}{\mu_{j}} k\left|\mathbf{y}-\mathbf{x}_{j}\right|} \mathrm{e}^{-\mathrm{i} k\left|\mathbf{y}-\mathbf{x}_{n}\right|} .
\end{aligned}
$$

Thus, the left-hand side of (B.9) becomes

$$
\begin{align*}
\mathcal{Q}_{i, i, m}[\hat{f}](\omega)= & \frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|^{3}}{\left|\mathbf{y}-\mathbf{x}_{i}\right|^{2}\left|\mathbf{y}-\mathbf{x}_{m}\right|} \frac{\mu_{i}^{2} \mu_{m}}{\mu_{j}^{3}} \hat{f}\left(\frac{\mu_{i}^{2} \mu_{m}}{\mu_{j}^{3}} \omega\right) \mathrm{e}^{\mathrm{i} \frac{\mu_{i}^{2} \mu_{m}}{\mu_{j}^{3}} k\left|\mathbf{y}-\mathbf{x}_{j}\right|} \\
& \times \mathrm{e}^{-\mathrm{i} k\left(\frac{\mu_{m}\left(\mu_{i}-\mu_{j}\right)}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{j}\right|+\frac{\mu_{m}\left(\mu_{i}-\mu_{j}\right)}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{i}\right|+\left|\mathbf{y}-\mathbf{x}_{m}\right|\right),} \tag{B.12}
\end{align*}
$$

and the right-hand side of (B.9) becomes

$$
\begin{align*}
\mathcal{Q}_{m, i, i}[\hat{f}](\omega)= & \frac{\left|\mathbf{y}-\mathbf{x}_{j}\right|^{3}}{\left|\mathbf{y}-\mathbf{x}_{i}\right|^{2}\left|\mathbf{y}-\mathbf{x}_{m}\right|} \frac{\mu_{i}^{2} \mu_{m}}{\mu_{j}^{3}} \hat{f}\left(\frac{\mu_{i}^{2} \mu_{m}}{\mu_{j}^{3}} \omega\right) \mathrm{e}^{\mathrm{i} \frac{\mu^{2} \mu_{m}}{\mu_{j}^{3}} k\left|\mathbf{y}-\mathbf{x}_{j}\right|} \\
& \times \mathrm{e}^{-\mathrm{i} k\left(\frac{\mu_{i}\left(\mu_{i}-\mu_{j}\right)}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{j}\right|+\frac{\left(\mu_{j}-\mu_{i}\right)}{\mu_{j}}\left|\mathbf{y}-\mathbf{x}_{i}\right|+\frac{\mu_{i}^{2}}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{m}\right|\right)} . \tag{B.13}
\end{align*}
$$

Recall that in the slow-mover case, where the target speed is much slower than the speed of light, the scaling factor $\mu$ is very close to 1 . We can then approximate

$$
\begin{align*}
& \frac{\mu_{i}\left(\mu_{i}-\mu_{j}\right)}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{j}\right|+\frac{\left(\mu_{j}-\mu_{i}\right)}{\mu_{j}}\left|\mathbf{y}-\mathbf{x}_{i}\right|+\frac{\mu_{i}^{2}}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{m}\right| \\
\approx & \frac{\mu_{m}\left(\mu_{i}-\mu_{j}\right)}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{j}\right|+\frac{\mu_{m}\left(\mu_{i}-\mu_{j}\right)}{\mu_{j}^{2}}\left|\mathbf{y}-\mathbf{x}_{i}\right|+\left|\mathbf{y}-\mathbf{x}_{m}\right| . \tag{B.14}
\end{align*}
$$

Thus, (B.13) is approximately equal to (B.12), and therefore (B.5) holds. As a result, $\overline{\mathbf{S}}^{-1}$ can be reduced to a diagonal matrix.
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