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Digital Image-Processing Activities in  Remote Sensing 

for Earth Resources 

Abstract-The United States space program is in the  throes of a 
major  shift in emphasis  from exploration of the moon and  nearby 
planets to  the application of remote  sensing technology toward in- 
creased scientific understanding  and economic exploitation of the 
earth itself. Over one  hundred potential applications have  already 
been identified. Since data from the  unmanned  Earth  Resources 
Technology Satellites  and  the  manned  Earth  Resources Observation 
Satellites  are not yet available, the experimentation  required to 
realize the ambitious goals of these projects is carried  out  through 
approximation of the expected  characteristics of the  data by means of 
images  derived  from weather satellite vidicon and spin-scan cam- 
eras, Gemini and Apollo photographs, and  the comprehensive sensor 
complement of the NASA earth  resources observation  aircraft. 

The extensive and varied work currently  underway is reviewed 
in terms of the special purpose scan  and display equipment and effi- 
cient data manipulation routines required for high-resolution images; 
the  essential role of interactive  processing; the application of super- 
vised classification methods  to crop and  timber forecasts, geological 
exploration, and hydrological surveys;  the  need for  nonsupervised 
classification techniques  for video compaction and for  more efficient 
utilization of ground-control samples;  and  the outstanding problem 
of mapping accurately the collected data on a standard coordinate 
system. 

An attempt  is  made to identify  among the welter of “promising” 
results  areas of tangible  achievement as well as likely bottlenecks, 
and to assess  the contribution to  be expected of digital image-process- 
ing methods in both operational and experimental utilization of the 
forthcoming torrent of data. 

I.  ISTRODUCTIOS 

T H E   O B J E C T  of this  survey is to  give  an  account of 
experimental  developments  in  digital  image  processing 
prompted  by  the  major  environmental  remote  sensing 

endeavors  currently  underway,  such  as  the  already  opera- 
tional  weather  satellite  program of the  National  Oceano- 
graphic  and  Atmospheric  Agency (NOAA), the  projected 
Earth  Resources  Technology  Satellite  (ERTS)  and  Skylab 
experiments,  the  NASA  Earth  Resources  Aircraft  Program 
(ERAP) ,   and   the   Depar tment  of the  Interior’s  Earth  Re- 
sources  Observation  System  (EROS). 

Sources of In format ion:  The  most  comprehensive  and 
readily  accessible  source of material  in  this  area  is  the  seven 
volumes  published so far of the Proceedings of the  International 
S y m p o s i u m  on Remote  Sensing of Enyironment ,  held  annually 
under  the  auspices of the  Center  for  Remote  Sensing  Infor- 
mation  and  Analysis of the  Uni\-ersity of llichigan. 

Other  useful  sources of information  are  the NAS.-l-MSC 
Annual Earth  Resources  Program  Reziews, the Proceedings 
of the  Princeton  Cnielersity  Conference on Aerospace  Methods 
for  Rer’ealing  and Ez~alxating Earth‘s  Resources, the  publica- 
tions of the  American  Society of Photogrammetry  and of the 
Society of Photo-Optical  Instrumentation  Engineers,  the 
Jozunal  of Applied  Meteorology, the Proceedings of the I E E E  
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(pertinent  special  issues  in  April  1969  and  in  July  1972),  the 
IEEE Transactions on Computers and  the I E E E  Transactions 
on Man, Machines,  and  Cybernetics, the  Journals of Remote 
Sensing of Environment and of Pattern  Recognition, and  the 
proceedings of several  symposia  and  workshops on picture 
processing  and on pattern  and  target  recognition.  Previous 
introductory  and  survey  articles  include  Shay  [185],  Colwell 
and  Lent  [37],  Leese et al. [120],  Park  [167],  Dornbach  [48], 
and  George  [67]. 

As  is  the  case  with  most  emerging  fields of research,  the 
assiduous  reader  is  likely  to  encounter  considerable  re- 
dundancy,  with  many  experiments  republished  without 
change  in  the  electrical  engineering  and  computer  literature, 
in  the  publications  dealing  with  aerial  photography  and 
photogrammetry,  in  the  various  “subject  matter”  journals 
(agronomy,  meteorology,  geophysics),  in  the  pattern  recogni- 
tion  press,  and  in  the  increasing  number of collections  de- 
voted  exclusively  to  remote  sensing. 

A depository of relevant  published  material,  government 
agency  reports,  and  accounts of contractual  investigations  is 
maintained  by  SASA at the  Earth  Resources  Research  Data 
Facility a t  the  Manned  Spaceflight  Center  in  Houston,  Texas 
(Zeitler  and  Bratton [ 2 2 3 ] ) .  The  Facility  also  maintains a 
file of most of the  photographs  obtained  by  the  NASA  satel- 
lites  and  earth  observation  aircraft,  and  by  other  cooper- 
ating  agencies,  institutions,  and  organizations.  Provisions 
are  made  for  convenient  browsing  through  both  the  printed 
material  and  the  vast  amounts of photography.  The  Center 
publishes Mission S z m m a r y   R e p o r t s  and  detailed Screening 
and  Indexing  Reports of each  data-collection  operation  and 
acts  in  principle  as a clearinghouse  for  the  exchange of such 
material. A l l  of its  holdings  are  cataloged  by  subject,  location, 
and  author,  but  in  its  periodically  published  computer  com- 
piled Inde? [155];  documents  cannot,  unfortunately,  be lo- 
cated  by  either  author  or  title.  An  annotated  list of references 
to  the  literature  is,  however,  also  available  [154]. 

For  background  information,  the  book Remote  Sensing,  
embodying  the  report of the  Committee on Remote  Sensing 
for  -Agricultural  Purposes  appointed  by  the  National  -Academy 
of Sciences,  is  recommended  as  much  for  its  comprehensive 
coverage  (the  chapters on “Imaging  with  Photographic 
Sensors,”  “Imaging  with  Sonphotographic  Sensors,”  “Appli- 
cations,”  and  “Research  Seeds,”  are  particularly  interesting) 
as  for  the  quality of its  photographic  illustrations  [161]. 
The  reports of the  other  Committees  are  also  available  [lSj]. 

The  International  Geographic  Union is compiling a sur\-ey 
of  current  work,  including  a  list of participating  scientists, 
in  geographic  data  sensing  and  processing.  The  long-range 
plans of the  United  States,  as  presented  to  the  Committee on 
Science  and  .Astronautics of the U. S. House of Representa- 
ti\-es,  are  set  forth  in  [197], [38], and  [60]. 

Contents of the  Paper: .Although much of the  current  ac- 
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tivity is sponsored  by  NASA,  most of the  early  work  in  remote 
sensing  was  initiated  by  military  intelligence  requirements; 
in  particular,  the  development of imaging  sensors  was  greatly 
accelerated  by  the  deployment of high-altitude  photorecon- 
naissance  aircraft  and  surveillance  satellites.  Very  little  in- 
formation  is,  however,  available  in  the  open  literature  about 
the  actual  utilization of the  collected  imagery.  The  few  pub- 
lished  experiments  for  instance,  in  the Proceedings of the 
S y m p o s i u m  on Automatic  Photo  Interpretation (Cheng et al .  
[SI]),  deal  almost  exclusively  with  idealized  target  recognition 
or terrain  classification  situations  far  removed  from  pre- 
sumed  operational  requirements.  In  view of the  scarcity of 
up-to-date  information,  this  aspect of remote  sensing will be 
discussed  here  only  in  passing  despite  its  evident  bearing  and 
influence  even  on  strictly  scientific  and  economic  applications. 

We  shall  also  largely  avoid  peripheral  application of digital 
computers  to  the  collection or preparation of pictorial  material 
intended  only  for  conventional  visual  utilization, as in  the 
calculation of projective  coefficients  in  photogrammetry or 
the  simulation of accelerated  transmission  methods  inde- 
pendent of the  two-dimensional  nature of the  imagery. Nor 
shall  we  be  concerned  with  statistical  computations  arising 
from  manually  derived  measurements, as in  models of forest 
growth  and  riparian  formations  based  on  aerial  photographs, 
or in  keys  and  taxonomies  using  essentially  one-dimensional 
densitometric  cross  sections or manual  planimetry. 

Omitted  too  is a description of the  important  and  interest-  
ing  Sideways  Looking  Airborne  Radar  all-weather sensors. 
Such  equipment will not  be  included  in  the  forthcoming 
satellite  experiments.  Its  potential  role  in  remote  sensing  is 
discussed  by  Simonett  [187],  Hovis  [94],  and  Zelenka  [224]. 

T h e  diffuse  and  unstructured  nature of terrestrial  scenes 
does  not  lend itself readily  to  elegant  mathematical  modeling 
techniques  and  tidy  approximations;  an  empirical  approach 
is  well-nigh  unavoidable. T h e  first E R T S  vehicle  is  not,  how- 
ever,  expected  to  be  launched  until  the  second half of 1972, 
and  the  Skylab  project  is  scheduled  for  1973,  hence,  prepara- 
tory  experimentation  must  be  based on other  material.  Al- 
though  none of the  currently  available  sources of imagery  ap- 
proximates  closely  the  expected  characteristics of E R T S   a n d  
Skylab,  some  reflect  analogous  problems,  and  several  are of 
interest on their  own  merits as large  scale  data-collection  sys- 
tems.  These  sensor  systems,  including  both  spaceborne  and 
airborne  platforms,  are  described  in  Section 11. 

A  large  portion of the  overall  experimental  effort  has  been 
devoted  to  developing  means  for  entering  the  imagery  into a 
computer,  for  storing  and  retrieving  it,   and  for  visual  monitor- 
ing-both of the  hardware  available  for  scanning  and  display- 
ing  high-resolution  imagery,  and of the  software  packages 
necessary  for  efficient  manipulation of large  amounts of two- 
dimensional  (and  often  multiband)  imagery  in  widely  dis- 
parate  formats.  These  matters  are  discussed  in  Section 111. 

Section  IV  is  devoted  to  image  registration,  the  difficult 
problem of superimposing  two  different  pictures of the  same 
area  in  such a way  that  matching  elements  are  brought  into 
one-to-one  correspondence.  This  problem  arises  in  preparing 
color  composites  from  images  obtained  simultaneously 
through  separate  detectors  mounted  on  the  same  platform,  in 
constructing  mosaics  from  consecutive  overlapping  pictures 
from a single  sensor,  in  obtaining a chronological  record of the 
variations  taking  place  in  the  course of a day  or a year,   and  in 
comparing  aspects of the  scenery  observed  through  diverse 
sensor  systems.  The  most  general  objective  here  consists  of 
mapping  the  images  onto  a  set of standard  map  coordinates. 

Section V is  concerned  with  the  application of automatic  
classification  techniques  to  the  imagery.  The  major  -problem 
is  the  boundless  variability of the  observed  appearance of 
every  class of interest,  due  to  variations  inherent  in  the  fea- 
tures  under  observation as well as in  atmospheric  properties 
and  in  illumination.  The  difficulty of defining  representative 
training  classes  under  these  circumstances  has  led to renewed 
experimentation  with  adaptive  systems  and  unsupervised 
learning  algorithms.  From  another  point of view,  the  classifi- 
cation of observations  into  previoasly  undefined  classes  is  an 
efficient  form of d a t a  compression, an  objective of importance 
in  its  own  right  in  view of the  quant i ty  of data  to  be  collected.  

By  way of conclusion,  we  attempt  to  gauge  the  progress  ac- 
complished  thus  far  in  terms of what  still  remains  to  be  done if 
automatic  digital  image  processing  is to play a significant  part 
in  the  worthwhile  utilization of the  remote  sensing  products 
about  to  become  widely  available. 

The  remainder of this  Introduction  lists  some of the  pro- 
posed  applications  for  ERTS  and  Skylab,  outlines  the  func- 
tional  specifications  for  the  image  collection  systems  designed 
for  these  platforms,  and  describes  the  central  data  processing 
facility  intended  to  accelerate  widespread  utilization of the  
ERTS  image  products.  

A .  Objects of the United States  Remote  Sensing  Program 
I t  is  too  early  to  tell  whether  expectations  in  dozens of spe- 

cific application  areas  are  unduly  optimistic  [185],  [38],  [60]. 
Certainly,  few  applications  have  emerged  to  date  where 
satellite  surveillance  has  been  conclusively  demonstrated  to 
have  an  economic  edge  over  alternative  methods;  it  is  only 
through  the  combined  benefits  accruing  from  many  projects 
that  this  undertaking  may  be  eventually  justified. 

Typical  examples of proposed  applications  are  crop  inven- 
tory  and  forecasting,  including  blight  detection,  in  agriculture 
[61],  [169];  pasture  management  in  animal  husbandry 
[97],  [32];  watershed  management  and  snow  coverage  mea- 
surement  in  hydrology  [135],  [22];  ice floe detection  and 
tracking  in  oceanography  [93],  [196];  demarcation of linea- 
ments  and  other  geographic  and  geomorphological  features  in 
geology and  in  cartography  [219],  [59];  and  demographic 
modeling [ 2091. 

Much of the  digital  image  processing  development  work to 
date  has  been  directed at removing  the  multifarious  distor- 
tions  expected  in  the  imagery  and  in  mapping  the  results  on a 
standard  reference  frame  with  respect  to  the  earth.  This 
process  is a prerequisite  not  only  to  most  automatic  classifi- 
cation  tasks  but  also  to  much of the  conventional  visual  photo- 
interpretation  studies of the  sort  already  successfully  under- 
taken  with  the  Apollo  and  Gemini  photographs  [37]. 

The  pattern  recognition  aspects of the  environmental 
satellite  applications  are  largely  confined  to  terrain  classifica- 
tion  based on either  spectral  characteristics or on textural  dis- 
tinctions.  Object or target  recognition as such  is  of  minor  im- 
portance  since  few  unknown  objects of interest  are  discernible 
even a t  the  originally  postulated  300 ft per  line-pair  resolu- 
tion of the  ERTS-A  imaging  sensors. 

B. P lans   f o r  ERTS and  Sky lab  
The  ERTS  satel l i tes  will be  launched  in a 496-nmi  90-min 

near-polar (99") sun-synchronous  orbit.  The  total  payload is 
about  400 Ib. 

The  two  separate  imaging  sensor  systems on ERTS-A  ( the 
first of the  two  Earth  Resources Techno!ogy Satellites)  con- 
sist 1) of three  high-resolution  boresighted  return-beam  vidi- 
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cons  sensitive  to  blue-green,  yellow-red,  and  deep-red  solar eter/scatterometer  altimeter, will also  be on board,  as well 
infrared  regions of the  spectrum,  and 2) of a n  oscillating- as an  optical  telescope  [215],  [168]. 
mirror  transverse-sweep  electromechanical  multispectral The  multispectral  data will be  recorded on board  in  PCM 
scanner  with  four  channels  assigned  to blue-green, orange, on 20 000 BPI 28-track  tape  and  returned  with  the  undevel- 
red,  and  reflective  infrared  (IR)  bands.  ERTS-B will carry a oped film at the  end of each  manned  period  of  Skylab. . .  
fifth hlSS channel  in  the  thermal  infrared. 

The  target  of the  vidicon  tubes  is  exposed  for a period of 
1 2  ms/frame;  the  readout  takes 5 s. This  design  represents a 
compromise  between  the  requirements of minimal  motion 
smear,  sufficient  illumination  for  acceptable  signal-to-noise 
ratio,  and  low  bandwidth  for  transmis$ion or recording. In the  
oscillating-mirror  scanner  high  signal-to-noise  ratio is pre- 
served  through  the  use of multiple  detectors  for  each  band. 

The  field of view of both  types of sensors will sweep  out  a 
100-nmi  swath of the  surface of the  earth,  repeating  the ful l  
coverage  every  18  days-with  10-percent  overlap  between 
adjacent  frames.  Every  100-nmi  square will thus  correspond  to 
seven  overlapping  frames  consisting of approximately  3500  by 
3500  picture  elements  for  each  vidicon  and  3000  by  3000  ele- 
ments  for  each  channel of the  mirror  scanner,  digitized a t  64 
levels of intensity. 

The  resolution on the  ground will be  at  best  160  m/line- 
pair  for  low-contrast  targets  in  the  vidicon  system  and 200 m/ 
line-pair  in  the  mirror  scanner  [126],  [159],  [160], [12]. A 
comparison of the  various  resolution  figures  quoted  for  the 
Gemini/Apollo  photography  and  for  the  ERTS/Skylab 
sensors, and  more  pessimistic  estimates of the  resolving  power 
of t he   ERTS sensors,  can  be  found  in  [34]. 

The  pictures will be  either  transmitted  directly  to  receiv- 
ing  stations a t  Fairbanks,  Alaska,  Mojave,  Calif.,  and  Rosman, 
N. C., if within  range,  or  temporarily  stored on video  tape. 
The  vidicon  data will then  be  transmitted  in  frequency- 
modulated  form  in  an  analog  mode  while  the  scanner  informa- 
tion is first  digitized  and  then  transmitted  by  pulse-code 
modultation  (PCRI)  [67].  Canadian  plans  to  capture  and  uti- 
lize the  data  are  described  in  [198]. 

The  center  location of each  picture will be  determined 
within  one half mile  from  the  ephemeris  and  attitude  informa- 
tion  provided  in  the  master  tracking  tapes  which will also  be 
made  available  to  the  public. 

The  sources of geometric  and  photometric  distortion  and 
the  calibration  systems  provided  for  both  sensors  are  de- 
scribed  in  some  detail  in  Section  IV,  where  digital  implemen- 
tation of corrective  measures  is  considered. \Ye note  here  only 
that  estimates for digital  processing on a n   I B h l  360167  com- 
puter of a  single  set of seven  ERTS  images  ranges  from  2  min 
for  geometric  distortion  correction  only  to  136  min  for  com- 
plete  precision  processing  including  photometric  correction 
[217]. 

The  Skylab  program d l  utilize a combined  version of the 
Apollo  command-and-service  module  and a Saturn  third  stage 
with a total  vehicle  weight of 130 000 Ib in a low (250-nmi) 
orbit  permitting  observation of the  earth  between  latitudes 
50' N and 50" S. 

The  major  imaging  systems of the   Skylab   EREP  (Ear th  
Rescurces  Experimental  Package)  consist of a 13-band  multi- 
spectral  scanner  covering  the  ranges  0.62.3 p and 10-12 p ,  
and of six 70-mm  cartographic  cameras  having  suitable film- 
filter  combinations  for  four  bands  between 0.4 and 0.9 p. The 
instantaneous field of view of the  multispectral  scanner will 
be 80 m2 with  a  78-km  swath.  The  Ion-contrast  resolution of 
the  camera  system will be 30  m  line-pair  with a 163-km2  sur- 
face  co\.erage. A number of nonimaging  sensors,  such  as a 
lower  resolution  infrared  spectrometer,  micro\val-e  radiom- 

C. Throughput  Requirements 
Only  the  relatively  well-defined  processing  load  of  the  cen- 

tralized  SASA  facility  for  the  ERTS  imagery will be  consid- 
ered  here,  since  it  is  clear  that  the  quantity of data  required 
for  each  application  ranges  from  the  occasional  frame  for 
urban  planning  [165],  to  the  vast  quantities  needed  for 
global  food  supply  forecasts [71]. The  expected  requirements 
of the  user  community  are  discussed  in  some  detail  in  [7Z] 
and  [146].  The  coverage  extended  for  the  North  American 
continent  is of the  order of 

3000  nmiX3000  nmi  (area) 

100 n m i x  100 nmi (frame size) x 18 days (period) 
=SO sets  

of seven  pictures  per  day.  Each  set of pictures  contains  ap- 
proximately lo8 bits of data,   thus  each  day's  output  is   the 
equivalent of 125  reels of 1600  bitlin  magnetic  tape.  This 
estimate  neglects  the  effects  of  cloud  cover,  which  is  discussed 
in [I901 and  [68]. 

At   the  NASA Data  Processing  Facility all of  the  imagery 
will be  geometrically  corrected  to  within a t   mos t  0.5 nmi  in 
linearity  and at most 1 nmi  in  location,  and  distributed  in  the 
form of 70-mm  annotated  black-and-u-hite  transparencies  pre- 
pared  by  means of a computer-controlled  electronic-beam 
recorder.  In  addition,  about 5 percent of the  images will 
undergo  precision  processing  designed  to  reduce  registration 
and  location  errors  with  both  sensors  to  within 200 ft ( to  
allow  the  preparation of color  composites),  and  to  reduce 
photometric  degradation  to  under 1 percent of the  overall 
range. All of the  precision-processed  data, 5 percent of the 
raw  MSS  data,  and 1 percent of the  raw RBV d a t a  will be 
made  available on standard  digital  tape  [220],  [217],  [138]. 
The  current  plan is to  use  the  ephemeris  and  tracking  data 
for  the  bulk  processing  and  analog  cross  correlation  against 
film chips of easily  observable  landmarks  for  the  precision 
processing [ 1381. 

This  is, of course,  only  the  beginning;  the  subcontinent 
represents  but  15  percent  of  the  total  area of the  globe.  While 
nations  other  than  the U. S. and  Canada  may  eventually 
obtain  the  data  by  direct  transmission  from  the  satellite  [62], 
much of the  original  demand will be  funnelkd  through  the 
NASA facility.  The  initial  capacity of the  photographic 
laboratories is to  be  300 000 black-and-white  and  10 000 color 
prints  or  transparencies  per  week; it is  clear  that  the  major 
emphasis  is not on the  digital  products. 

11. CHARACTERISTICS OF THE DATA CURREXTLY 
AVAILABLE FOR EXPERIMESTATIOS 

At  the  initial  stages of a n  image-processing  experiment,  the 
actual  content of the  pictorial  data  under  investigation is 
sometimes  less  important  than  its  format,  resolution,  distor- 
tion,  and  grey-tone  characteristics,  and its relation  to  other 
pictorial  coverage of the  same  area.  Fortunately, a large 
variety of data,  much of it  already  digitized, is available  to 
the  tenacious  investigator,  and  the  supply is being  replenished 
perhaps  faster  than  it  can  be  turned  to  profitable  use. 

T h e  sources  covered  in  this  section  include  the  vast  collec- 
tion of the  Xational  Environmental  Satellite  Center,  the 
photography  from  the  Gemini  and  Apollo  missions,  and  both 
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Fig. 1. ESS.4-9 mosaic of North America. Traces of the reconstruction 
from the  separate  video  frames  are  evident from the fiducial marks. 
The deviation of the  overlay  from  the  true  coast  lines shows a  regis- 
tration  error  carried  into  the  mapping  program. .4 programming  error, 
since  corrected,  may  be seen in  the checkerboard  in SW corner.  Note 
gray wedge and  annotation. 

photographic  and  multispectral  coverage of over  two  hundred 
specially  selected  test  sites  obtained  by  the SASA  ea r th  
observation fleet. 

A .  Weather  Satellites 
Data  have  been  obtained so far  from 25 individual  satel- 

lites  beginning  in  1959  with  Vanguard  and  Explorer  and  con- 
tinuing  in  the  early 1960’s with  the  ten  satellites of the   TIROS 
series and  later.  with  the  Environmental  Survey  Satellites 
(ESSA) of the  Tiros  Operational  Satellite  System.  The  current 
operational  series  (ITOS)  has  been  delayed  because of the  pre- 
mature  failure of ITOS-A.  Data  have  also  been  collected  by 
the  Applications  Technology  Satellites  in  high  geosynchro- 
nous  orbits  and  by  the  experimental  Simbus  series. 

At  present  the  major  meteorological  function of these  sys- 
tems is to  provide  worldwide  cloud  and  wind-vector  informa- 
tion  for  both  manual  and  automated  forecasting  services,  but 
extensions  to  other  atmospheric  characteristics  are  also  under- 
way [222]. [41].  The  newer  satellites  provide, for instance, 
accurate  sea-level  temperatures  in  cloud-free  regions [ 1231, 
[174],  cloud-height  distributions  (through  the  combination of 
infrared  sensor  information  with  ground-based  National 
11eteorological  Center  pressure  and  temperature  observations 
[47]), and  somewhat less accurate  altitude-temperature  and 
humidity profiles  (based on the  differential  spectral  absorp- 
tion  characteristics of the  atmosphere).  Other  applications 

are  mapping  snow  and ice boundaries  and-observation of sea 
state  [135]. In  addition,  over 4000 storm  advisories  have  been 
issued  as  a  result of satellite  observed  disturbances  [120]. 

The  individual  frames of Advanced  Vidicon  Camera  Sys- 
tem  video,  obtained  from  the  latest  operational  polar-orbiting 
satellites,  contain  approximately 800 by 800 points a t  a  reso- 
lution  varying  from  1.5 mi at  the  subsatellite  point  to  3.0  mi 
at  the  edges.  The  video  is  quantized  to  64  levels of grey,  with 
nine  fiducial  marks  (intended  to  allow  removal of geometric 
camera  distortion),  appearing  in  black on white.  The  overlap 
between  successive  frames  is  about 50 percent  in  the  direction 
of the  orbit  and  about  30  percent  laterally  at  the  equator; 
each  frame  covers  about ,1700 by  1700  nmi  [23].  The  two- 
channel  Scanning  Radiometer  operates  at  about half the  reso- 
lution of the  AVCS [ N ] .  

Digital  mosaics  are  available on a daily  basis  in  either  Uni- 
versal  Transverse  Mercator or Polar  Stereographic  projec- 
tions  (Fig. 1). Each  “chip”  contains  1920  by  2238  points  digi- 
tized a t  16  levels,  covering  an  area of about 3000  by  3000  mi2. 
Rlultiday  composites  including  average,  minimum,  and  max- 
imum  brightness  charts  for snow, ice, and  precipitation 
studies,  are  also  issued  periodically.  The  positional  accuracy 
of  any  individual  point  is  usually  good  to  within 10 mi. On the  
high-quality  facsimile  output  provided  by  the  National  Envi- 
ronmental  Satellite  Service  geodesic  gridlines  and  coastlines 
are  superimposed on the  video  to  facilitate  orientation,  but 
the  only  extraneous  signals  in  the  actual  digital  data  are  the 
fiducial  marks  from  the  vidicon  camera  [26],  [24]. 

The  geosynchronous  ATS’s  are  equi,pped  with  telescopic 
spin-scan  cloud  cameras  which  take  advantage of the  spin of 
the  satellite itself to  provide  one  direction of motion.  The sig- 
nal  from  these  sensors  can be monitored  with  relatively  simple 
equipment:  currently  over  600  receiving  stations  throughout 
the  world  take  advantage of the  wide-angle  coverage  provided 
of the  Atlantic  and  Pacific  Oceans  (Fig.  2).’The  average  alti- 
tude  is of the  order of 20 000 mi, but  the  high  angular  resolu- 
tion of the  spin-scan  camera  allows  ground  definition  compar- 
able  to  that  of the  ITOS  vidicons.  Each  frame  consists of 
approximately  2000  by  2000  points.  The  maximum  repetition 
rate  is  one  frame  every  24  min [28]. 

The  Nimbus  satellites  are  used  mainly  for  experimentation 
with  instrumentation  to  be  eventually  included  in  operational 
systems.  Nimbus 111, for instance,  launched in  1969,  carries 
a  triad of vidicon  cameras,  a  high-resolution  infrared  radiom- 
eter,  an  infrared  spectrometer,  an  ultraviolet  monitor,  an 
image  dissector  camera  system,  and  an  interrogation,  record- 
ing,  and  location  system  for  data  collection  from  terrestrial 
experimental  platforms. 

A t  present,  the  imagery  from  the  various  satellites  is 
archived  at  the  original  resolution  only  in  graphic  form,  but 
the  last  few  days’  coverage  is  usually  available  from  the 
National  Environmental  Satellite  Service  Center at Suitland, 
Md.,  on digital  magnetic  tape.  Medium-scale  archival  data 
tapes  going  back  to  January  1962  are.  maintained  by  the 
Sational  Weather  Record  Center  in  Asheville,  N.  C.  [23]. 

An  excellent  summary of the  history,  status,  and  prospects 
of meteorological  satellites  data  processing,  including  an 
extensive  bibliography,  is  contained  in  [120]  and  updated 
in  [41]. 

B. Gemini   and  Apol lo   Photography 
hlost  of the  2000  photographs  collected on the  six  Gemini 

missions  between  1964  and  1968  were  obtained  with  hand-held 
cameras.  The  astronauts  appear  to  have  favored  high-oblique 
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(b) 

Fig. 2. ATS image. Raw video  and.Mercator  projection of the Pacific 
Ocean  from the first ATS. These  illustrations were obtained  through 
the  courtesy of the  National  Environmental  Satellite  Center. 

shots,  with  considerable  variation  in  the  scale  and  orientation 
of photographs of the  same  area  [151]. 

For  registration  experiments,  three  Gemini  photographs of 
Cape  Kennedy  obtained  within a three-year  interval  are  quite 
suitable.  Two of these  photographs  are  almost  at  the  same 
scale  and  show  little  foreshortening, while the  third  is  an 
oblique  view  extending  clear  across  Florida [lo]. 

In  addition  to  hand-held  cameras,  some of the  Apollo  mis- 
sions  were  equipped  with a bank of four  boresighted  70-mm 
Hasselblad  cameras.  The SO-65 project on the  Apollo-9,  in 
particular,  was  designed  to  assess  the  capabilities  and  limita- 
tions of multiband  photographyin a variety  of-applications. 
The  satellite  photography  was  carefully  coordinated  with 
aerial  photography  from  almost a dozen  aircraft  flying at alti- 
tudes  ranging  from 3000 to 60 0000 ft, with  airborne  multi- 
spectral  scanner  coverage,  and  with  the  simultaneous collec- 

Several  dozen  photographs,  including  some of the  Imperial 
Valley and  Cape  Kennedy  pictures  mentioned  above,  have 
been  digitized  by  Fairchild  Camera  and  Instrument  Corpora- 
tion,  Optronics  International,  Inc.,  and  IBM  (among  others), 
a t  a resolution  corresponding  to 4000 lines/frame  (Fig. 3). 
The  quality of the  pictures  gives  little  justification  for  higher 
resolution [SI.  
C. High-Altitude Photography 

The  MSC  Earth  Resources  Aircraft  Program  operates 
half-a-dozen  specially  equipped  airplanes  gathering  data  over 
some  250  NASA  designated  test  sites [48]. The  particular 
missions  flown  are  decided  largely on the  advice of 200 or so 
principal  investigators of diverse  affiliations  appointed  for 
specific  research  tasks  involving  remote  sensing.  About 
500 000 frames  are  collected  annually,  and  are  available  from 
NASA  “by  special  request.” 

Detailed  descriptive  material  is  available  for  each  mission, 
including  flight  log  summaries,  charts  showing  flight  lines, 
lists of camera  characteristics  (some  missions fly as   many  as  
a  dozen  different  cameras  (see  Fig. 4), film and filter  combi- 
nations,  roll  and  frame  numbers,  and  plots of the  earth  loca- 
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Fig. 4. NASA-ERAP  documentation.  Example of photographic  cover- 
age  plot  and  corresponding  plot  for a high-altitude flight of the 
Earth Resources  Observation  Program  (excerpted  from NASA-MSC 
Screening  and  Indexing  Report, Mission 123, Houston, Tex., July 
1970). 

tion of selected  frames.  For  simulation of future  satellite  data, 
the  most  suitable  imagery  is   probably  that   obtained  by  the 
60  000-ft  ceiling  RB-57  twin  jet  reconnaissance  aircraft  and 
by  the  recently  acquired  “ERTS-simulator”  U-2’s  equipped 
with  four  multiband  cameras  (red,  green,  pan-IR,  color-IR) 
with  40-mm  lenses  imaging  the  earth  at  only  twice  the  reso- 
lution of the  expected  ERTS  coverage. 

Several of the  aircraft  are  equipped  with  line  scanners of 
various  types.  Such  instruments will be  described  in  the  next 
section. 

D .  Airborne  Multispectral  Scanners 
In  instruments of this  type,  one  scan  direction  is  provided 

by  the  forward  motion of the  aircraft  and  the  other  by  the 
rotation  or  oscillation of a prism  or  mirror  (Fig. 5 ) .  Emitted  or 
reflected  radiation  from  the  ground is imaged  onto  an  array 
of detectors  sensitive  to  various  bands  in  the  spectrum:  the 
recorded  output is an   a r ray  of multidimensional  vectors  where 
each  vector  represents a specific  position on the  ground  and 
each  component  corresponds  to a spectral  channel  [92]. 

Scanners  in  operation  today  have  anywhere  from  one to 
twenty-four  spectral  channels  of.varying  bandwidths;  cover 
all  or  part of the  spectrum  from  the  ultraviolet  to  the  thermal 
infrared; offer a spatial  resolution of 2  mrad  down t o  about  
0.1 rad ;   and  differ  widely  with  respect  to  calibration  sources, 
attitude  control  and  tracking  accuracy,  and  method of record- 
ing  the  information.  In  general,  most of the  instruments  can 
be flown in  various  configurtions  in  conjunction  with  other 
sensors  including  photographic  cameras;  nonimaging  probes, 
and  radar  [126]. 

hlost of the  published  work  is  based on data  obtained  by 

Skylight  reference  Photodetectors 

rPreamplifien 

FM tape  recorder 

Parabolic  mirror 
Rotating  axe-blade 

Fig. 5.  Multispectral data collection. Schematic  diagram showing  how 
the  light reflected or  radiated  from  the  ground is decomposed into  its 
spectral  components,  converted  into an electric signal, and recorded 
on  board  in  analog  form for subsequent  digitization. 

means of the  scanners  mounted on an  unpressurized  (10 000-ft 
ceiling)  C-47  aircraft  operated  for  NASA  by  the  University of 
hlichigan.  Since  1966,  over  150  missions  ha\-e  been  completed, 
with  such  varied  purposes as the  s tudy of soil distribution, 
arctic ice, bark  attack on ponderosa  pine,  water  depth,  sink- 
hole-prone  conditions,  water-fowl  habitats,  urban  features, 
and  most  recently  and  extensively,  corn  blight.  Only a small 
fraction of the  collected  information  has  been  automatically 
analyzed;  the  remainder  is  printed  out  in  analog  form  for 
visual  examination [ 1481. 

Digitized  data  from one of the  Michigan  flights  are  typi- 
cally  in  the  form of an  array of 12-dimensional  vectors  (there 
are  additional  channels  available  but  due  to  separate  mounts 
they  are  not all in  spatial  register),  with  220-samples  perpen- 
dicular  to  the  flight  direction  and  up  to  several  thousand  sam- 
ples  along  the  flight  line.  Ground  resolution a t  5000-ft  flight 
altitude  is of the  order of 60 ft. 

Several  calibration  sources  are  viewed  and  recorded  during 
the  period  that  neither  surface of the  rotating  axe-blade  mirror 
is  looking at the  ground.  These  sources  include  lamps  filtered 
to  match  the  solar  spectrum as closely as possible,  black-body 
thermal  references,  and  background  illumination  collected 
through  a7diffuser  [112],  [124]. 

After  the  flight,  the  analog  signal  recorded on Fhl   t ape  is 
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digitized,  corrected  for  roll  angle,  unskewed,  and  normalized 
with  respect  to  the  calibration  signals.  Noise  bursts,  out-of- 
sync  conditions,  and  other  anomalies  are  detected  by  elabo- 
rate  preprocessing  programs  which  also  provide  appropriate 
coordinate  labels for subsequent  identification  with  respect  to 
photographs or other  sources of independent  terrain  infor- 
mation. 

Michigan is currently  testing  the  new  M7  scanner  which is 
designed  for  recording  wavelengths  from  0.34  to  12 p [39].   In 
addition,  NASA  is  testing a 24-channel  scanner on a C-130 
Hercules  (30  000-ft)  aircraft  equipped  with  an  elaborate 
automatic  data  annotation  system  for  facilitating.earth  loca- 
tion of the   imagery   [ I l l ] ,  [221],  [218],  [69].  Other  scanners 
with a smaller.number of channels  and  less flexible arrange- 
ments.are flown on smaller  aircraft  (such  as  Bendix’s  Beech- 
craft,  and  Colorado  State’s  Aerocommander)  for  special  mis- 
sions. 

T h e  design of a 625-line  color  television  system  intended 
for  airborne  service  is  described  in  [142]. 

111. IMAGE-PROCESSISG SYSTEMS 
Although  the  availability of a large  general-purpose  digital 

computer is a valuable  asset  for  experimentation  with  process- 
ing  techniques,  special  hardware is required  for  converting  the 
raw  data  into  computer-readable  form,  for  monitoring  the 
results of the  processing  operation  and  for  entering  ground 
truth  or  other  ancil lary  data  pertaining  to  observed  features 
of the  image. 

:Many  experimenters feel t h a t  parallel  processors  must  also 
be  available  for  performing  the  calculations  at  the  speed 
neeessary  to  evaluate  the  results on a significant  enough 
variety of imagery. \4’ith conventional  processors a large 
amount  of programming  work of a  rather  stultifying  nature is 
required  to  decompose  two-dimensional  arrays  containing  up 
t o  IO’ bytes  into  fragments of a size  suitable  for  manipulation 
within  the  constraints  imposed  by  core  size,  sequential  tape 
access,  blocked  disk  formats,  and,  possibly,  multiprogrammed 
operating  systems,  and  to  reconstitute  these  arrays  after 
transformations  which  may  involve  changes  in  the  relations 
between,  as well as  within,  the  segments.  Some  alternatives  to 
sequential  digital  processing  are  discussed  by  Preston  else- 
where in this  issue. 

The  large  initial  investment  necessary  to  begin  coming  to 
grips  with  the  more  interesting  problems  offered  by real d a t a  
(as  opposed  to  mathematical  abstractions  or  shreds of hand- 
picked  and  selected  imagery)  accounts  for  the  domination  of 
this  area of research  by a few  relatively  large  institutions,  as 
reflected  in the  bibliography  accompanying  this  paper. 

I t  is  not, as mentioned  before,  indispensable  for  each  insti- 
tution  to  provide  means  for  digitizing  the  raw  data.  In  prin- 
ciple,  this is a one-time  operation.  In  practice,  however,  it is a 
very  ticklish  procedure,  and  shortcomings  may  be  discovered 
only  after  considerable  experience  with  the  digitized  imagery. 
For  this  reason,  many  experimenters  believe i t  necessary  to 
develop  their  own  scanners  and  other  ana!og-to-digital  con- 
version  equipment,  a  challenge  usually  outlasting  their  purse 
and  patience. 

The  equipment  required  for  precision  conversion of multi- 
spectral FA1 recordings  and  directly  captured  weather  satel- 
lite  pictures is so specialized  that i t  will not  be  described  here. 
Some of the  calibration  and  synchronization  problems  en- 
countered  are  described  in  [I481  and  [28].  Optical  scanners 
suitable  for  diverse  applications  are,  however,  commercially 
available  and will be  briefly  discussed. 

There  is  no question  that  adequate  grey-tone  output  must 
be  conveniently  available  for  experimentation,  but  opinion 
seems  divided  as  to  whether a television-type  screen  display 
with  some  interactive  capability  or  a  high-quality  hardcopy 
output  is preferable.  A  common  compromise  is  a  low-resolu- 
tion C R T  display  with  higher  resolution  (because  flicker-free 
operation  is  not  required)  Polaroid  recording  capability. 

Other  less  easily  defined  aspects of processing large pictures 
discussed in this  section  are  the  operating  systems  and  utility 
programs  necessary  for  any  sort of coherent  experimentation, 
special  processors  for  anticipated  quantity  production,  and 
the  role of man-machine  interaction  in  both  experimental  and 
operational  systems. 

Some  examples of digital-computer-oriented  remote  sens- 
ing  facilities,  and of the  equipment  they  contain  are  as  fol- 
lows:’ 

NOAA’s  National  Environmental  Satellite  Center a t  
Suitland,  Md.:  three  CDC 6600’s, C D C  .160A, two  ERhl  
6130’s and 6050’s, C D C  924,  three 5000 by 5000 element 
hluirhead  recorders,  Link  35-mm  archival  microfilm  unit  [28], 

NASA-hlSC’s  complex  for  the  analysis of multispectral 
recordings  and  photography:  160  by 111 digital  color  display, 
closed-circuit  television  display,  Xerox  hardcopy  output, 
Grafacon  tablet,  keypack,  analog  tape  drives,  IBM  360144 
processor  [56],  [58]; 

Caltech’s  JFL  operation:  film-scanner,  CRT  display,  FhI 
tape  conversion,  facsimile  hardcopy,  IBhI  360175  [18],  [162]; 

University of Michigan  multispectral  facility:  SPARC 
analog  computer,  drum  scanner,  analog film recorder, C R T  
display,  Fhl  tape  conversion,  CDC 3600  [131]; 

Purdue  University’s  Laboratory  for  Applications of 
Remote  Sensing:  577  by  768  element  flicker-free  16-leve1,dig- 
ita1 T V  display,  light  pen,  continuous  image  motion,  selective 
Polaroid  or  negative  hardcopy  without  obstruction of display, 
Fhl   tape  conversion,   IBN 360/’67 [116],  [117],  [203]; 

University of Kansas  KAYDIDATS  (Kansas  Digital  
Image  Data  System)  and  IDECS  (Image  Discrimination, 
Enhancement,  and  Combination  System):  three  flying-spot 
scanners  for  transparencies  (25  mm  to  3  by  4  in)  and  a  vidicon 
camera  controlled  by  a PDP 15/20,  electronic  congruencing 
unit  (rotation,  translation,  and  change of scale),  20  by  20  ele- 
ment  linear  processor  and  level  selector,  24-channel  digital 
disk  storage,  monochrome  and  color  displays  with  built-in 
crosshatch  generator, film output,  GE-635  computer  [77]; 

Computing  Science  Center of the  University of Mary- 
land:  flying-spot film scanner,  drum  scanner,’recorder,  CRT 
display,  vidicon,  Univac  1108  [171]; 

University of Southern  California  Image  Processing 
Laboratory:  IER  1000  by  1000  element  flying-spot  color 
scanner  and  display,  hluirhead  rotating-drum  color  scanner 
and  recorder,  digital  color  television  and  display,  Adage  vec- 
tor  display  with  joystick  and  light  pen,  IBhI  360144,  IBlI 
370/’155, a n d   H P  2100  computers  connected  to ARP.1 net  

Perkin-Elmer’s  Sampled  Image  Laboratories:  drum 
scannerjrecorder,  flying-spot  scanner,  high-resolution  travel- 
ing-stage  micrqscope  image-plane  scanner, CRT  and   s torage  
tube  displays,  precision  plotting  table,  linked  IBJI  360  67, 
X D S  930,  H-516,  and  Varian  620-i  computers [ 2 1 2 ] ;  

[29]; 

[173]; 

tion, is more  recent than  the  reterences would indicate 
1 Some of this  information,  obtained through personal  communica- 
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IBM  Research  Division’s  facility a t  Yorktown  Heights: 
film scanner, CRT  output,  image  dissector,  digital  color  TV 
display,  graphic  tablets,  360/91,  360/67,  and 1800 computer 
net [ G I .  

Another  group of facilities  is  dedicated  primarily  to  auto- 
matic  photointerpretation,  with  only  fragmentary  informa- 
tion  available  about  the work. Examples of this  group  are  as 
follows: 

McDonnell  Douglas  Astronautics:  a  compact  vidicon 
scanner  with  70-mm film scanner  and a minicomputer,  and a 
larger  interactive  system  with a 1024-line.  (nominal)  image 
dissector,  scan  converter,  rear-projection  viewer,  16-level 
digital TV  display,  alphanumeric  display,  joystick,  XDS  930 
computer 11041, [lOS} ; 

SOCRATES  (Scope’s  Own  Conditioned-Reflex Auto- 
matic  Trainable  Electronic  System), a 20 by  20  photodiode 
and  threshold logic array,   the successor to  Conflex I [164], 

SARF,  General  Motors’  phoenix-like  interactive  Signa- 
ture  Analysis  Research  Facility [ 1921 ; 

hlULTIVAC.  Hughes  Research  Laboratories’  10  by  10 
element  binary  array  processor  [8]; 

Litton  Industries’.Automatic  Target  Recognition  Device, 
a hybrid  system  with a programmable  CRT  scanner,   Recomp 
I I  process  control  computer,  and  interactive  operation  OS]; 

Cornell  Aeronautical  Laboratories’  adaptive  image  pro- 
cessing  operation  using  35/70-mm CRT  scanner,   storage 
scope  output,  PDP-9,  IBM  360165  and  370j165  [134],  [143]; 

ASTRID,  Ohio  State’s  Automatic  Recognition  and  Ter- 
rain  Identification  Device, a hybrid  computer  system  oriented 
toward  processing  line  segments  [163]. 

[2111; 

A good  review of image  enhancement  facilities  for  remote 
sensing  throughout  the  country is available  in  [37].  Among 
the  systems  discussed  are  the  following:  the  XASA-USDA 
Forestry  Remote  Sensing  Laboratory  Optical  Color  Combiner 
at Berkeley,  Calif.;  the  University of Kansas  IDECS  system; 
the  two-band  1000-line  Philco-Ford  Image-Tone  Enhance- 
ment  System;  and  the  Long  Island  University  Multispectral 
Camera-Viewer.  Abroad, we know of sustained  activity  only 
at   the   Inst i tute  for  Information  Processing  and  Transmission 
of Karlsruhe  University  [106],  [89],  [107],  though  some 
earlier  European  work  is  described  in (211. 

A .  Optical  Scanners 
Since  the  data  most  closely  resembling  the  expected  ERTS 

and  Skylab  imagery  in  terms of resolution  are  available  in  the 
form of photography,  optical  scanners  are  necessary  to  trans- 
late  the  grey-tone  (or  color)  information  into  computer- 
readable  code. 

C R T  flying-spot  scanners  and  television  cameras  (image 
dissectors  or  vidicons)  are  the  most  inexpensive  and  fastest 
devices  available,  but  beyond a degree of resolution  corre- 
sponding  to  about 500 by 500 picture  elements  quantized a t  
16  levels of intensity,  the  nonlinearities  introduced  by  such 
scanners  tend  to  exceed  the  degradation  and  distortion  pres- 
e n t  in  the  photography  itself.  Owing  to  the  nonuniform  sensi- 
tivity,  scanning  the  pictures  section  by  section  introduces 
even  graver  problems  in  juxtaposing  adjacent  sections. 

hlechanical-drum  and  flatbed  microdensitometers (50 000 
dollars  and  up)  are  easily  capable of the  accuracy  required  for 
almost  any  type of photography,  with  even  the  less  expensive 
digitizers (15 000 dollars)  producing  2000  by  2000  arrays  with 

up  to eight  bits of grey-scale  quantization.  Owing  to  the  nar- 
row  spectral  range of the  source of illumination  and  matching 
detector  configuration,  most of these  machines  cannot  be 
readily  converted  to  color  work.  For  this  purpose,  one  must 
turn  to  scanners  specially  designed  for  the  simultaneous  pro- 
duction of color-separation  plates  in  the  printing  industry, 
suitably  modified  by  the  addition of an  analog-to-digital 
interface.  The  low  speed of operation of such  scanners (of the  
order of 4 s/scan-line)  generally  requires  off-line  operation or 
an  elaborate  interrupt  structure  [141],  [210],  [171],  [212]. 

Due  to the  lower  contrast of opaque  prints,  positive  or 
negative  transparencies  constitute  the  preferred  medium  for 
scanning.  Because of multiple  surface  reflections.  transparen- 
cies  cannot  be  scanned  with a reflection  scanner  by  simply 
providing a uniform  reflective  background.  Drum  scanners 
designed  for film have  either a glass  drum or some  self-sup- 
porting  arrangement  with  edge  guides. 

B. Grey-Tone  Output  Devices 
Many  flying-spot  scanners  and  drum  microdensitometers 

can  be  modified to operate  in a write  mode.  This  is a partic- 
ularly  convenient  arrangement  since  the  format  conversion 
problems  are  altogether  eliminated,  and  compatible  resolu- 
tion  and  sensitivity  characteristics  are  guaranteed.  The  only 
drawback  is   that  closely  controlled  wet  processing  with  atten- 
dant  time  delay  is  usually  required  for  consistent  grey-tone 
reproduction.  Film  recorders  may  also  be  used  with  Ozalid 
foil overlays  to  produce  high-quality  color  transparencies 
[130]. 

Facsimile  recorders  are  less  expensive  and  can  provide  16 
levels of grey on a 4000  by 4000 array  (Fig.  2).  Program- 
mable  flying-spot  recorders  with  special  character  masks, 
such  as  the  widely  used  Datagraphics  4020,  provide  about 500 
by 500 distinct  elements,  but  elaborate  programming is neces- 
sary,  with  frequent  recalibration,  to  secure  even  eight  reason- 
ably  uniformly  distributed  intensity  levels on either  paper  or 
film. Spatial  resolution  may,  however,  be  traded off for  grey- 
scale  resolution  by  resorting to halftone  techniques  [79], 
[183]. 

Although all of these  devices  are  generally  used  in a fixed- 
raster  mode of operation,  control of the  beam  deflection  in  an 
electron-beam  recorder  being  developed  by  CBS  Laboratories 
is  the  intended  mechanism  for  the  correction of “bulk-pro- 
cessed”  video  tapes a t  the  NASA-ERTS  Data  Processing 
Facility  [138].  This  is  an  essentially  analog  system  under  con- 
trol of an  XDS  Sigma  3  digital  computer. A laser-beam 
recorder  with a 10-p  spot  over a 20 by  20-cm  area  has  been 
developed at ITEK  Corporation  [125].  

Line-printer  overstrike  programs  are  still  useful  for  quick 
turn  around,  particularly  with  elongated  formats  such as t h a t  
of the  Michigan AISS. The  visual  qualities of this  form of out-  
put  are  greatly  improved  by  judicious  use of watercolors  and 
transparent  overlays;  modifications  intended for on-line 
terminal use are,  however,  agonizingly slow. Isometric,  per- 
spective,  and  isodensity  Calcomp  plots offer another  alterna- 
tive for the  impecunious  in\-estigator. 

Television-type  grey-scale  displays  are  generally  refreshed 
either  from a high-speed  core  buffer or from a digital  video 
disk.  A  single-line  buffer is sufficient to  fi l l  the  video  disk,   but 
a  full-frame  buffer  (typically 520 by  600  bytes or picture  ele- 
ments)  renders i t  much  easier  to  change  only  parts of a pic- 
ture  without  regenerating  the  entire  frame. 

Color  displays  need  three  times as much  buffer  storage  as 
black-and-white  pictures,  but offer no particular  difficulty if 
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registered  color  separations  are  available  in  digital  form.  The 
calibration  procedures  necessary  to  produce  color  composites 
from multiband photography  (filtered  black-and-white  expo- 
sures)  are  discussed  in  [19]. 

I t  is  possible to circumvent  the  need  for  an  image  buffer  by 
resorting  to  the now available  grey-scale  storage  scope.  Such 
a device  requires a much  simpler  interface  than  a  refreshed 
system,  but  the  saving  is  to  some  extent  illusory  since  most of 
the  cost  resides  in  the  programming  system  necessary  to 
select,  retrieve,  edit,  and  otherwise  manipulate  the  displayed 
pictures. 

\Vithout  a  sophisticated  programming  system,  the  display 
can  be  used  only  to  show  the  coarsest  changes  in  the  picture 
or as  a conversation  piece  with  lay  visitors.  For  meaningful 
experimentation,  it  is  desirable  to  be  able  to  show  two  or 
more  versions of the  same  picture  simultaneously,  to  form 
overlays,  to  label  specified  features,  to  display  intensity 
histograms  and  other  computed  functions,  to  vary  the  density 
modulation to bring  into  prominence  regions of different  in- 
tensity  or  to  compensate  for  the  amplitude  nonlinearities of 
both  the  data  collection  system  and  the  display  itself,  and  to 
to  perform  many  other  more  specific  functions  quickly  and 
effortlessly. 

Just how  good a display  must  be  to  prove  useful is a moot 
point  and  depends  largely on the  ingenuity of the  user  in  cast- 
ing  the  relevant  information  in a form  compatible  with  the 
available  display  capabilities. So far,  there  is  insufficient  evi- 
dence  to  evaluate,  in  realistic  terms,  the  contribution of dis- 
play  systems  to  the  development of specific  image-processing 
algorithms. 

C. Operating  Subsystems  and  Util i ty  Programs 
As  already  mentioned  in  several  different  connections,  the 

major  part of the  programming  effort  required  to  cope  effec- 
tively  with  large  image  arrays  (four  orders of magnitude 
larger  than  binary  character  arrays  and  about  two  orders of 
magnitude  larger  than  most  biomedical  pictures)  must  be 
devoted  to  conceptually  trivial  matters  such  as:  the  decom- 
position  and  reconstitution of pictures;  edge  effects;  efficient 
packing  and  unpacking  routines  for  the  various  modes of 
point  representation;  variations  in  the  basic  byte  and  word 
sizes  between  different  machines;  aspect-ratio  and  other  for- 
mat  changes  among  scanner,  analog-to-digital  converter,  in- 
ternal  processor,  and  output  devices;  tape  and  disk  com- 
patibility;  storage-protect  and filing devices  to  ensure  the 
preservation of valuable  “originals”  without  undue  accumula- 
tion of intermediate  results;  diagnostic  routines  permitting 
inspection of the  actual  values of relatively  small  segments a t  
given  image  coordinate  locations;  left-right,  updown,  black- 
white  confusions;  and  myriad  other  frustrating  details. 

To  avoid  having  to  reprogram all these  ancillary  routines 
for  each  new  function  to  be  performed on the  pictures, it is 
desirable  to  set up  a procedure-oriented  language  or  system 
within  the  framework of which  new  programs  can  be  readily 
incorporated.  Such a system  may  provide  the  necessary  inter- 
face  with  the  special-purpose  hardware, allow access  to a 
library of subroutines,  supervise  extensive runs in  the  batch 
mode on large  computers,  and offer special  image-oriented 
debugging  and  diagnostic  facilities  in a time-shared  mode  of 
operation  [125], [85]. 

Since  most  functions  to  be  performed on a picture  are 
local operations  in  the  sense  that  the  values of only a small 
subset of all the  picture  elements  need  be  known  incorder  to 
compute  the  value of an  element  in tk output  picture,   the 

provision of a generalized  storage  policy is essential  for  the 
efficient  performance of arbitrary  window  operations.  For 
instance  a  window of size n X m  may  take rz disk  accesses if 
the  image  is  stored  line  by  line.  A  worst  case  example  is a 
horizontal  edge-finding  operation on an  image  stored  by 
vertical  scans.  \Vith  large  images  in  such  cases it is  usually 
worth  rewriting  the  array  in  an  appropriate  format  before 
proceeding  with  the  calculation; flexible means  for  accom- 
plishing  the  reshuffling  must  be a par t  of any  image-processing 
system  worthy of the  name  unless  an  entire  image  can  be 
accommodated  in  the  fast  random-access  memory.  A  valuable 
discussion of the  computational  aspects of two-dimensional 
linear  operations on very  large  arrays  (up  to  4000  by 4000 
elements)  is  presented  in  [99]. 

Among  the  best  known  image-processing  systems  are  the 
various  versions of PAX  developed  in  conjunction  with  the 
Illiac 111, and  later  rewritten  for  the  CDC  3600,  IBM  7094 
and  System/360,  and also for  the  Univac  1108.  In  Pr\X, 
images  are  treated  as  stacks  of  two-dimensional  binary  ar- 
rays.  Arithmetic  operations on integer-valued  image  elements 
are  replaced  hy  logical  operations  performed  in  parallel on 
the  corresponding  components  (such as the 23 level) of several 
picture  elements.  Planes  are  defined  in  multiples of the  word 
size of the  machine,  but  aside  from a few  such  restrictions, 
PAX  I1  is  conveniently  imbedded  in  Fortran IV, with  the 
debugging  facilities of the  latter  available  in  defining  new 
subroutines.  Both  a  conversational  mode  and  batch  demand 
processing  have  been  implemented a t  the  Computing  Center 
of the  University of Maryland.  The  major  subroutines  are 
designed  for  the  definition of planes,  masks,  and  windows, 
logical  functions of one  or  more  planes  or  windows,  neighbor- 
hood  operations,  area  and  edge  determination,  preparation of 
mosaics,  tracing of connectivity,  creation of specific  geometric 
figures  such as circles  and  disks,  distance  measurements,  grey- 
scale  overprint,  grey-scale  histograms  and  normalization, 
superimposition of grids,  noise  generation,  moment-of-inertia 
operations,  translation,  rotation  and  reflections,  and  include 
as  well a number of basic  ‘macro”  operations  intended  to 
facilitate  expansion of the  program  library  [149],  [170], [30], 

Other  examples of comprehensive  programming  systems 
described  in  the  literature  are  Purdue’s  LARSYSAA  [116], 
[202],  [203],  General  Motors’  SARF  [192],  and  the  Univer- 
sity of Kansas  KANDIDATS  [76].   Such  systems  are  gen- 
erally  difficult to  evaluate  because  the  publication of interest- 
ing  research  results  developed  with  the  system  (as  opposed  to 
contrived  examples)  tends  to  lag  indefinitely  behind  the  sys- 
tem  description.  Furthermore,  very  seldom is there  any  indi- 
cation of the  breakdown  between  the  amount of effort  ex- 
pended  in  the  development of the  system  and  the  time  re- 
quired  to  conduct  given  experiments. 

D.  Special-Purpose  Digital   and  Hybrid  Systems 

[ lo l l ,  [102]. 

At  a time of continually  waning  interest in special-purpose 
processors  for  pattern  recognition,  there  are  two  main  argu- 
ments  for  their  use  in  remote  sensing.  The  first  is  the  inability 
of  even  the.largest  digital  computers  to  cope  with  element-by- 
element  classification a t  a speed  approaching  the  rate of col- 
lection  of.the  data;  an  airborne  MSS  typically  spews  out lo* 
samples/h  while  the  360/44  can  ingest  only  about 1oj bytes/h 
on a ten-class  problem  [133].  The  second  argument is based 
on .the  need  for.on-board  processing  owing  to  the  excessive 
bandwidth  requirements for transmitting  data  from a space- 
borne  platform. 
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An  example of a hybrid  classification  system is the   SPARC 
machine  at  the  Infrared  and  Optics  Laboratory of the  Uni- 
versity of Michigan  [130].  SPARC  has 48 analog  multipliers 
operating  in  parallel,  and  performs  quadratic  maximum-likeli- 
hood  decisions  on  12-component  vectors a t   t he   r a t e  of one 
every  10 p s .  

Because of the  difficulty of calibrating  the  machine,  re- 
quiring  manual  setting of the  potentiometers  corresponding 
to  the  entries  in  up  to  four  previously  computed 12 X 12  class- 
covariance  matrices,  exact  duplication of results is almost 
impossible  and  the  machine is therefore of marginal  utility  in 
strictly  experimental  investigations.  A  successor  featuring 
direct  digital  control  and  an  interactive  display  capability  is 
on the  drawing  boards  [132],  [133]. 

The  proposed  SAS.%-ERTS  data  processing  facility 
makes  use of optical  correlation  techniques  against  chips 
containing  easily  identifiable  landmarks  for  registering  the 
data,   and special  digital  hardware  for  point-by-point  correc- 
tion of vignetting  in  the  vidicons  and  other  systematic  errors 

So far,  no  on-board  satellite  image  processor  has  been  in- 
stalled,  but a feasibility  study  based on several  hundred 
photographs of clouds  and  diverse  lunar  terrain  features  con- 
cludes  that  an  acceptable  classification  rate  can  be  at- 
tained  [45]. 

Another  study,  using  photographs of six ‘typical”  terrain 
features,  proposes a simple  adaptive  processor  based on 
coarsely  quantized  average  intensity  levels,  spatial  deriva- 
tives,  and  bandpass  spatial  filter  output [IOO]. Electrooptical 
preprocessing  techniques  using  image  intensifier  tubes  are 
described  in  [MI. 

The  highly  circumscribed  test  material  used  in  these  ex- 
periments  leaves  some  doubt  as  to  their  relevance  to  the  out- 
put  of currently  available  spaceborne  sensors. 

In  spite of the  commercial  availability of relatively  inex- 
pensive FFT hardware  and  long  shift-register  correlators, 
there  appears  to  have  been no a t tempt  so far  to  apply  these 
devices  to  digital  image  processing  for  remote  sensing. 

E .  InteractiTe  Processing 

[71], [138]. 

Interactive  processing  in  remote  sensing  does  not  neces- 
sarily  imply  the  kind of lively  dialogue  between  man  and  ma- 
chine  envisioned  by  early  proponents of conversational  sys- 
tems  and  already  realized  to  some  extent  in  computer-aided 
design  and  information  retrieval,  and  in  certain  areas of pat-  
tern  recognition (see paper  by  Kana1  elsewhere  in  this  issue). 

The  prime  objective of on-line  access  to  the  imagery is to  
provide  an  alternative  to  laborious  and  error-prone  off-line 
identification,  by  row  and  column  counts on printouts  or 
interpolation  from  measurements on hardcopy  output, of 
features  which  are  easily  identifiable  by  eye  yet  difficult  to 
describe  algorithmically  without  ambiguity.  Examples of 
such  features  are  landmarks-such  as  mountains,  promon- 
tories,  and  confluences of rivers-for use  in  accurate  registra- 
tion of photographs,  and  the  demarcation of field boundaries 
for  crop-identification  studies  based on multispectral  re- 
cordings. 

Even a system  without  immediate  visual  feedback,  such 
as  a graphic  tablet on which a facsimile  rendition of the  digi- 
tized  image  can  be  overlaid, is considerably  superior to keying 
in the  measured  coordinate  values.  One  step  better is the  dis- 
placement of a  cursor on t h e   d i s p l a w d e r   c o n t r o l  of a tablet, 
joystick,  or  mouse.  The  ideal  is  direct  light-pen  interaction, 
but  this  is  not  easy  to  implement  on  a  high-resolution  digital 

display. For really  accurate  work,  a  zoom  option on the  dis- 
play  is  necessary  for  accurate  location of the  features  of 
interest ,   but  the  amount of computation  required  is  prohibi- 
tive  in  terms of response  time  [84]. 

A thoroughly  tested  system  for  locating  nonimaging  sensor 
d a t a  in  relation  to a closed-circuit  television  display of simul- 
taneously  obtained  photography is described  in  [Sj]  and 
[58]. The  accuracy of the  computer-generated  overlays is 
shown  to  be  better  than 0.5” by  reference  to  salient  land- 
marks [ H I .  

There  has  also  been  discussion of on-line  design of spatial 
filters,  decision  boundaries,  and  compression  algorithms. 
Here  again,  however,  the  waiting  time  between  results  is 
lengthy,  and  the  operator  must  transmit so little  information 
to  the machine-typically just  a few  parameter  values-that 
batch  processing  with  high-quality  hardcopy  output is prefer- 
able  in  many  instances.  \Vith  multiprogrammed  systems,  the 
difference  between  on-line  and  off-line  operation  tends  to  blur 
in a n y  case,  with  the  distinction  sometimes  reduced  to 
whether  one  enters  the  necessary  commands a t  a terminal  in 
the office or a t  a nearby  remote  job  entry  station. 

Another  possible  desideratum  is a display  browsing  mode, 
allowing  inspection of large  quantities of images.  Here  also, 
however,  reams of hardcopy  output,  with  on-line  operation, 
if any,  confined to  pictures of interest,  may  be  preferable. 

I t  would  thus  appear  that  the  most  appropriate  applica- 
tions of interactive  concepts,  in  the  context of remote  sensing, 
are  1)  the  debugging of program  logic,  where  small  image  ar- 
rays  may  be  used  to  keep  the  response  time  within  acceptable 
limits,  and 2) the  entry of large  quantities of positional  in- 
formation,  where  practically no computation  is  required  and 
no viable off-line alternatives  exist. 

11’. IMAGE RESTORATIOS A N D  REGISTRATIOS 
T h e  need  for  exact  (element-by-element)  superimposition 

of two  images of the  same  scene  upon  one  another  arises  in  the 
preparation of color  composites,  chronological  observations, 
and  sensor-to-sensor  comparisons.  The  spatial,  temporal,  and 
spectral  aspects of image  congruence  are  discussed  in [3]. 
Here we shall  attempt  to  categorize  the  types of differences 
which  may  be  encountered  between  two  pictures of the  same 
scene on the  basis of the  processing  requirements  necessary 
to  produce a useful  combined  version.  Only  digital  techniques 
are  presented:  the  advantages  and  disadvantages of optical 
techniques  are  discussed  elsewhere  in  this  issue  by  Preston, 
and  in  [165],  [166]. 

Geometric  distortions in  electronically  scanned  imagery  are 
due  to  changes  in  the  attitude  and  altitude of the  sensor, to 
nonlinearities  and  noise  in  the  scan-deflection  system,  and  to 
aberrations of the  optical  system. 

Photometric  degradation (occasionally  also  referred  to  as 
“distortion,”  with  questionable  propriety)  arises  due  to  modu- 
lation  transfer-function  defects  including  motion  blur, non- 
linear  amplitude  response,  shading  and  vignetting,  and  chan- 
nel noise. 

The  atmospheric  effects of scattering  and  diffraction,  and 
variations  in  the  illumination,  also  degrade  the  picture,  but 
these  effects  are  in a sense  part of the  scene  and  cannot  be 
entirely  eliminated  without  ancillary  observations. 

Once  the  pictures  to  be  matched  have  been  corrected  for 
these  sources of error,  resulting  in  the  digital  equivalent of 
perfect  orthophotos,  the relative location of the  pictures  must 
still  be  determined  before  objective  point-by-point  compari- 
sons can  be  performed. In reality,  this is a chicken-or-egg 
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problem,  since  the  pictures  cannot  be  fully  corrected  without 
locating a reference  image,  but  the  location  cannot  be  deter- 
mined  accurately  without  the  corrections. 

Tracking  and  ephemeris  data  usually  provide a first  ap- 
proximation  to  the  position of the  sensor at the  time of ex- 
posure,  but  for  exact  registration  more  accurate  localization 
is  required. I n  operator-aided  systems,  such  as  the  operational 
NESC  mapping  program,  the  landmarks  are  located  by  eye. 
while  in  fully  automatic  systems  some  correlation  process  is 
usually  employed.  A  compromise  is  preliminary  location of 
the  landmarks  by  the  operator,  with  the  final  “tuning”  carried 
out  by  computer [I911 in a manner  analogous  to  the  widely 
used  track  measurement  programs  for  bubble-chamber  photo- 
graphs,  described  by  Strand  elsewhere  in  this  issue. 

A major  difficulty  in  multispectral  correlation  or  matched 
filtering of perfectly  corrected  images is the  existence of tone 
reversals, or negative  correlations,  between  spectral  bands.  This 
phenomenon,  however,  constitutes  the  very  essence of most 
of the  spectral  discrimination  techniques  described  in  Sec- 
tion V. 

Many of the  current  image  restoration  and  enhancement 
techniques  are  intended to facilitate  the  task of visual  inter- 
pretation.  These  matters  are  discussed  in  detail  in  the  July 
1972 special  issue of the Proceedings of the I E E E ,  and  in [96]. 
Difficulties  arise  because  the  transformations  required  to 
reveal  or  emphasize  one  set  of.features  may,  in  fact,  degrade 
features  desirable  for  another  purpose,  yet  such  techniques 
have  consistently  produced  visually  startling  results  in  Mars 
images [176]. An excellent  discussion of the  necessary  com- 
promises  is  offered  by  Billingsley [20]. 

A .  Mathematical  Formulation 
The  registration  problem is cumbersome  to  state  mathe- 

matically  in  its  entire  generality,  but  the  following  formula- 
tion  may  help  in  understanding  the  work  currently  in  prog- 
ress. 

The  scene  under  observation is considered  to  be a two- 
dimensional  intensity  distributionf(x, y ) .  The  recorded  image 
is  another  (digitized)  two-dimensional  distribution g ( u ,  P). 
The  image  is  related  to  the  ‘true”  scene f(x, y) through  an 
unknown  transformation T :  

Thus  in  order  to  recover  the  original  information  from  the 
recorded  observations, we must  first  determine  the  nature of 
the  transformation T ,  and  then  execute  the  inverse  operation 
T-l on the  image. 

When  independent  information is available  about T ,  such 
as calibration  data on distortion  and  degradation,  or a model 
of atmospheric  effects,  or  attitude  data  concerning  the  angle 
of view,  then  the  two  operations  may  be  separated. 

Often,  however,  only  indirect  information  about T is 
available,  usually  in  the  form of another  image or a map of the 
scene  in  question. I n  this  case,  our  goal  must  be  to  transform 
one of the  pictures  in  such a manner  that  the  result looks as 
much as possible  like the  other  picture.  The  measure of sim- 
ilarity  is  seldom  stated  explicitly,  since  even if the  two  pictures 
are  obtained  simultaneously,  the  details  perceptible  to  the 
two  sensors  may  be  markedly  different.  Thus for instance,  in 
registering  photographs of the  same  scene  obtained  simul- 
taneously  through  different  color  filters we would  want  shore- 
lines and  rivers,  but  not  the  intensity  levels, to correspond. 
On  the  other  hand, if the  photographs  are  obtained  years 
apart  with  the  purpose of observing  the  erosion of the  shore- 

line or the  shift  in  drainage  patterns,  then we must  expect 
changes  in  the  location of such  features.  Seasonal  variations 
also  give  rise  to  problems of this  type. 

I n  some  studies  it  is  assumed  that  except  for  the  effect of 
some  well-defined  transformation of interest,  the  image of a 
given  scene is produced  either  by  the  addition of indepen- 
dently  distributed  Gaussian  white  noise,  or  by  multiplication 
by  exponentially  distributed noise. \i:hile these  assumptions 
lead to  the  expected  two-dimensional  generalization of the 
familiar  formulas of detection,  estimation  and  identification 
theory,  they  bear  little  relation  to  the  observed  deviations  in 
many  situations of practical  interest. 

The  case of known (or derivable) T is  sometimes  known 
as image  restoration, as opposed  to  the  classical  registration 
problem  where T must  be  obtained  by  repeated  comparison 
of the processed  image  with  some  standard  or  prototype.  This 
dichotomy  fails, howexver, when  the  parameters of T are  ob- 
tained  by  visual  location of outstanding  landmarks  followed 
by  automatic  computation of the  corrected  image. 

B.  Single-Point  Photometric  Corrections 
To.   make  any  headway on either  problem, at least  the 

form of the  unknown  transformation  must be known.  We  can 
then  parametrize  the  transformations  and  write g ( x ,  y) 
= T,( f (x ,  y ) )  to  indicate  that  the  true  value  (grey  level) of a 
point  with  coordinates (x, y) depends  only on the  observed 
value a t  ( x ,  y ) .  The  components of c specify  the  regions  where 
a given  correction  factor is applicable. 

Examples of such  degradation  are  the  vignetting  due to 
the  reduced  amount of light  reaching  the  periphery of the 
image  plane in  the  sensor,  and  the  shading  due  to  sun-angle 
in  the TIROS and  ESSA  vidicon  data.  Since  the  combined 
degradation  is  quite  nonlinear  with  respect  to  both  intensity 
and  position,  the  appropriate  correction  factors  are  prestored 
for  selected  intensity  levels  on a 54 by 54 reference  lattice, 
and  the  individual  values  in  the 850 by 850 element  picture 
are  interpolated  by  cubic fit. Camera  warmup  time  through 
each  orbit, as well as  the  sawtooth  effect  owing  to  the non- 
uniformly  reciprocating  focal-plane  shutter,  are  taken  into 
account,  but  contamination  by  the  residual  images on the  
photocathode  is  neglected.  The final output  is  claimed  to  be 
photometrically  accurate  (or  at  least  consistent)  within 5 
percent,  which is sufficient  for  the  production of acceptable 
montages  for  visual  inspection [26],  [24]. 

If the  preflight  calibration  does  not  yield a sufficiently 
accurate  description of the  response of the  post-launch  system, 
as  was  the  case  with  the  early  Mariner  pictures,  then  the  cor- 
rection  may  be  based on the  average  grey-scale  distribution 
of many  pictures on the  assumption  that  the  true  distribution 
is  essentially  uniform [156]. 

Spectral  calibration of digitized  aerial  color  photography 
can  be  performed  on  the  basis of the  measured  reflectance 
characteristics of large  ground  calibration  panels [52]. 

Single-point  photometric  corrections  have  also  been  ex- 
tensively  applied  to  airborne  multispectral  imagery. A com- 
prehensive  discussion of the  various  factors  contributing  to 
variations  in  the  output of the  multispectral  scanner,  includ- 
ing  the  crucial  non-Lambertian  reflectance  characteristics of 
vegetative  ground  cover, is contained  in [112] .  This  study 
also  offers an  experimental  evaluation of various  normaliza- 
tion  methods  based on relative spectral  intensities,  and  a 
formula  for  eliminating  channel  errors  resulting  in  “unlikely” 
observations. A followup  study [113] describes  interactive 
techniques  based  on  visual  examination of certain  amplitude 
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averages.  Good  examples of the  importance of amplitude  pre- 
processing  in  extending  the  range of multispectral  recognition 
are   shownin [SS], {188]1. 

A more  theoretical  approach  to  automatic  derivation of 
the  complicated  relation  between  sun-angle  and  look-angle  is 
presented  in  [43]  and  an  analysis of scattering  phenomena  in 
different  layers of the  atmosphere  in [172]. 

C. Multipoint  Photometric  Correction 
This  class of operations  may  be  symbolized  as 

where n(x ,  y )  denotes a neighborhood of the  point ( x ,  y ) .  In   t he  
simplest  case,  the  corrected  value  at (x, y ) .  depends on the  
observations  at  two  adjacent  points: 

Such  linear  filtering  operations  (the  properties of the filter a re  
characterized  by C) are  common  in  correcting  for  motion  blur 
(the  convolution of the  true  video  with a rectangular  pulse 
corresponding  to  the  length of the  exposure),  for loss of resolu- 
tion  due  to  modulation  transfer  function  (MTF)  rolloff,  for 
periodic  system  noise,  and  for  scan-line  noise  [IS],  [l56], 
[179],  [l57], [SO], [ lo],  [217], j1841, [177]. 

The  desired  filtering  operation  may  be  performed  directly 
in  the  space  domain  as a local  operation  [179], [ lo],  [ll], 
[156],  with  typical  operators  ranging  from  3  by  3  neighbor- 
hoods  for  motion  blur  to 21 by 41 elements  for  more  com- 
plex  sources of low-frequency  noise,  by  convolution  with 
the fast Fourier  transform [SO], [SO], [2] ,  [186], or through 
optical  techniques  [96].  In  processing  speed  the  local  op- 
erators  show  an  advantage  as  long  as  only  very-high4requency 
effects  are  considered  and  they  are  also  less  prone  to  grid 
effects  in  the final results  [184], [7]. Optical  processing  has 
not  yet  been  used on a n  operational  basis on nonphotographic 
imagery,  principally  because of the  difficulty of interfacing 
the  digital  and  optical  operations  [9S]. 

D. Geometric  Distortion 
Geometric  distortion  affects  only  the  position  rather  than 

the  magnitude of the  grey-scale  values.  Thus 

where Tc is a transformation of the  coordinates. 
If the  transformation  is  linear,  the  parameter  vector  con- 

tains  only  the six components  necessary  to  specify  the  trans- 
formation, Le., c =  ( A ,  B ,  C, D, E ,  F )  where 

u = A x + B y + C  
a = D a : + E y f F  

f(u;.vJ = f ( A z  + B y  + C: D X  + Ey + F ) .  

Important  subcases  are  pure  translation ( i l  = E  = 1, 
B=D=O),purerotation(C=F=0,A2+B2=DZ+E2=1),and 
change of scale ( A / B = D / E ,  C= F = O ) .  From  an  operational 
point of view,  the  transformation is specified  by  the  original 
and final  location of three  noncollinear  points.  In  executing a 
linear  transformation on the  computer,  it  is sufficient t o  per- 
form  the  computations  for a small  segment of the  image  in 
high-speed  storage,  and  transform  the  remainder,  segment  by 
segment,  by  successive  table  lookup  operations.  Aside  from 
the  saving  in  high-speed  storage  requirements,  this  technique 
results  in  approximately  a  tenfold  decrease  in  computation 
over  direct  implementation of the  transformation. 

Along the  same  lines, a projective  transformation-is  speci- 
fied by  eight  parameters,  which  may  be  derived  from  the  loca- 
tion of four  pairs of picture  elements.  The  execution of this 
transformation is, however,  more  complicated,  since  the  rela- 
tive  displacement of the  picture  elements  is  not  uniform 
throughout  the  frame. 

I t  is  important  to  note  that  owing  to  the  quantization of 
the  coordinate  axes,  the  actual  computation of the  corrected 
image  is  usually  performed  in  reverse  in  the  sense  that  the 
program  proceeds  by  determining  the antecedent of each  ele- 
ment or set of elements  in  the  new  image.  Were  the  trans- 
formation  performed  directly,  one  would  be  faced  with  the 
possibility of the  occurrence of gaps i n  the  case of dilations 
and  the  superposition of several  elements  in  the  case of con- 
tractions.  Since  the  computed  coordinates of the  antecedents 
do  not  in  general fall on actual  grid  points, it is customary  to 
adopt  a nearest  neighbor  rule  for  selecting  the  appropriate 
element,  though  local  averages  are  sometimes  used  instead. 

Translation,  rotation,  and  perspective  transformations 
occur  in  practice  owing  to  changes  in  the  position  and  attitude 
of the  sensor  platform,  while  scale  changes  are  frequently 
required  by  format  considerations  in  input-output. THe most 
bothersome  distortions  cannot,  however,  be  described  in  such 
a simple  form.  Properties of the  transducer  itself,  such  as  pin- 
cushion  distortion,  barreling,  optical  aberrations,  and  noise 
in  the  deflection  electronics  are  best  characterized by their 
effect on a  calibration  grid  scanned  either  prior  to  launching 
or during  the  course of operation. In addition,  fiducial  marks 
are  usually  etched on the  faceplate of the  camera  in  order  to 
provide in situ registration  marks. 

The  expected  sources of distortion  in  ERTS-A RBV 
imagery  are  discussed  in  quantitative  terms  in  [136]  with 
particular  reference  to  correction  by  means of analog  tech- 
niques  such  as  optical  projection  and  rectification,  line-scan 
modulation,  orthophoto  correlation,  and  analytically  (digital 
computer)  controlled  transformation of incremental  areas. 
Because of the  nonuniformity of the  distortions  over  the  en- 
tire  format,  and  the  possibility of tone  reversals  from  object 
to  object  in  the  spectral  bands,  only  the last system  is  ac- 
corded  much  chance of success. 

T h e  precise  measurement of the  location of t h e   8 1   ( 9 x 9  
array)  fiducial  marks  (also  called  reseau  marks) on the  face- 
plate  as well as on the  output  image of a number  of return- 
beam  vidicons  destined  for  the  ERTS-X  satellite  is  described 
in  detail  in  [137].  It  is  shown  that  to  provide a frame bf 
reference  for  eventual  correction of the  imagery  to  within 
one-half  resolution  element,  the  vidicon  parameters  must  be 
established  to  the  accuracy  shown  in  Table I .  

The  detection of the  fiducial  marks  in  the  ERTS  vidicon 
images,  with  experiments on simulated  pictures  derived  from 
digitized  Apollo  photographs, is described  in [ll],  [16],  [129]. 
The  basic  technique is “shadow  casting” of the  intensity  dis- 
tributions on the x and y axes of the  picture.  This  is  shown  to 
correspond,  for  the  selected  fiducial-mark  geometry,  to 
matched-filter  detection. 

The  actual  correction,  by  interpolation  between  the  grid 
coordinates of the  distortion on extraterrestrial  images,  is 
reported in [156], on TIROS vidicon d a t a  in  [26],  and on 
ATS  spin-scan  cloud-camera  pictures  in  [28].  The  correction 
of geometrical  distortions  may  be  eficiently  combined  with 
the  production of rectified  orthophotos  (equivalent  to  a  90” 
angle of view)  [IS61  and  with  the  generation of standard 
cartographic  products  such  as  Nercator  and  Polar  Stereo- 
graphic  projections [27] ,  [23],  [29]. 
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TABLE I 

CALIBRATION REQUIREMENTS FOR PARAMETERS OF THE RETURN-BEAM 
VIDICON FOR ERTS-.-1 

(from  [137]) 

Calibration 
Parameter  System Accuracy  Accuracy 

Reseau  coordinates 
Lens: 

Focal  length 

Radial  distortion 
Principal  point 

Electronic  distortion 

Orientation between 
cameras 

f 10pm i- 3 p m  

+2 70 pm 
- 980 pm i20 pm 
i 6 5 p m  i- 5 p m  
f 30pm f 5 p m  + 750 pm’ i- S p m  

(about 125 TVL of 6 pm  each) 
i 7.0X lo-‘ rad i 1.5 X 10-5 rad 
(about 2.4 ft) (about  3 in) 

~~ ~ 

ever,  the  complete  RBV-transmission-EBR  system  has  not  been  tested 
Recent  data  indicate  that  the 750-pm valuemay be  too  high. How. 

yet. 

A fast algorithm  suitable  for  digital  computers  equipped 
with MOVE BYTE-STRING instructions  has  been  reported  in 
[217], [lo], [ll].  This  algorithm  is  intended  for  the  correction 
of small  distortions,  such  as  those  due  to  the  camera  charac- 
teristics,  and  is  based on the  fact  that  relatively  large  groups 
of adjacent  picture  elements  retain  their  spatial  relationship 
in  the  corrected  picture.  The  program  computes  the  maximum 
number of adjacent  elements  that  may  be  moved  together 
without  exceeding a preset  error  (typically  one  coordinate 
increment).  Experimental  results [17], [I291  show  that  the 
boundaries  between  such  groups  are  not  visually  detectable. 

When  the  imagery  is  intended  mainly for visual  use  rather 
than  for  further  computer  processing,  the  technique of ”grid- 
ding”  offers an  expedient   a l ternat ive  to   mapping  [27] .   Ri th  
this  method  the  picture  elements  are  left  in  their  original  loca- 
tion  and  the  positional  information  is  inserted  by  the  super- 
position of latitude  and  longitude  coordinates  over  the  image. 
Since  only  the  locations of selected  image  points  need  be  com- 
puted  for  this  purpose,  the  method is quite  rapid  and  is 
extensively  used  with  the  specially  modified  output  devices of 
the  National  Environmental  Satellite  Center. 

E. Automatic   Determinat ion of Anchor  Points 
Finding  corresponding  points  in  two  pictures of the  same 

scene  can  be  accomplished  by  correlating a ”window  function” 
from  one  picture  with  selected  portions of the  other  picture. 
If the  two  images  differ  only  by a shift  or  translation,  then 
only a two-dimensional  search  is  involved.  If,  however, a rota- 
tion  and a change of scale  are  also  necessary,  then  the  time 
required  for  exhaustive  search  exceeds  all  practicable  bounds. 

Once  one  window  function  has  been  adequately  matched, 
the  location of the  maximum  value of the  correlation  function 
usually  gives a good  idea of where  the  search  for  the  next 
window  function  should  be  centered,  even if the  transforma- 
tion  is  not  quite  linear. 

In terms of our  earlier  formulation,  we  are  trying  to  evalu- 
ate  the  parameter  vector c under  the  assumption  that  both 
f(x, y) and g ( x ,  y) are  available  and  that   parameters  repre- 
sentative of the  entire  image  can  be  derived  by  establishing 
the  correspondence of selected  subimages.  This  usually  in- 
volves  maximization of a similarity  function  subject  to  the 
constraints  imposed  by  the  postulated  transformation. 

The  similarity  function  to  be  maximized  mal-  take on sev- 
eral  forms.  If,  for  instance, we take  two m X m  images Y1 and 
Y2 considered as  vectors  in  an  mz-dimensional  space,  then  an 
n X n  window  function VI and  the  trial  segment V ,  may  be 

considered as  projections of YI and Yz onto  the  nz-dimensional 
subspaces  spanned  by  the  coordinates  corresponding  to  the 
elements  in  the  two  subimages.  Reasonable  choices  for  the 
similarity  function  are as follows 

1) V I .  vz 
2) v 1 .  vz 

Y,. Yz 

3) 

The  first of these  functions  suffers  from  the  defect  that  false 
maxima  may  be  obtained  by  positioning  the  window  function 
over  some  high-intensity  region of the  target  picture.   Sor- 
malizing  the  entire  image 2) does  not  circumvent  this diffi- 
culty  completely.  Alternative  3)  is  thus  usually  chosen,  repre- 
senting  the  angle  between  the  window  function  and  the  trial 
segment  considered as vectors,  in  spite of the  fact   that   this 
procedure  requires  renormalization of the  trial  segment  for 
each  displacement. 

A good  account of the  problems  encountered  in  an  experi- 
mental  investigation of this  problem,  viewed as “one of deter- 
mining  the  location of matching  context  points  in  multiple 
images  and  alteration of the  geometric  relationship of the 
images  such  that  the  registration of context  points is en- 
hanced,” is given  in [SI, [4].  Both  14-channel  multispectral 
images  obtained  one  month  apart  and  digitized  Apolio-9 
photographs  were  tested.  Window  functions  ranging  in  size 
from 4 by 4 to  24  by  24  picture  elements  and  located a t  the 
vertices of a grid  were  used  to  obtain  least  squares  estimates 
of a “generalized  spatial  distance”  incorporating  the  transla- 
tional,  rotational,  and  scale  parameters of the  required  trans- 
formation.  The  information  derived a t  each  vertex  was  used 
to  center  the  search  space at the  next  vertex at the  most  likely 
values of the  parameters.  The  actual  correlation  function  was 
the  correlation  coefficientZ 

2 kj(i + k + s, j + 1 + s ) g ( i , j )  

i=l j-1 %=1  j=1 

where  the  image f is of size m X m ;  the  window is of size n X n ;  
s =  (m-n)/2;   and k and 1 range  from - s  to  s. 

The  average  values  were  previously  subtracted  from f and 
g to  yield  zero-mean  functions; + ( k :  1) is  then  bounded  by - 1 
and + 1. In order  to  circumvent  the  problem of tone  reversals, 
experiments  were  also  conducted on gradient  enhancement 
techniques  designed  to  extract  significant  edge  information 
from  the  images,  but  this is of less  value  than  might  be  ex- 
pected,  owing  to  the  noisy  nature of the,data.   The  computa- 
tion  was  carried  out  by  means of FFT routines,  which  are 
shown  to  yield  an  average  improvement of an  order  of magni- 
tude  in  speed  over  the  direct  method.  The  displacements 
determined  by  the  program  are of the  order of  2-3 elements 
in  the  multispectral  data  and 10 elements  in  the  photographs; 
safeguards  are  included  to  reject  maxima  obtained  under  cer- 
tain  suspect  circumstances  (for  instance on patches of uni- 
form  intensity). 

tion  has  a  square  root in the  denominator. 
2 The formula is given in  this  form in [a]; the more  customary  formula- 
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Fig. 6. ITOS-1 registration  experiment. A 32 by 32 window  function 
(c) extracted from the  top  left  corner of picture f l  (b)  is  tried  in 
every possible  position of the  search  area (a) by  means of the  sequen- 
tial  similarity  detection  algorithm.  The position of the  best  match 
determined  by  the  algorithm is shown in  (d),  where  thewindow  func- 
tion is inserted  into  the  search  area.  Note  the  discontinuities  due  to 
the  changein cloud  coverage between  the  times of esposure of the  two 
pictures. 

Similar  work  has  been  reported  on a pair of black-and- 
white  Gemini  photographs of Cape  Kennedy,  obtained  thirty 
months  apart ,   and on a SO 65 color-separation  triplet [lo]. 
On the  black-and-white  pictures,  windows of size 16 by I 6  
and  32  by  32  elements  gave  fairly  consistent  results,  but on 
the SO-65 IR-red,  and  IR-green  pairs,  128  by  128  elements 
were  necessary  even  with  preprocessing  by  means of an  edge- 
enhancement  technique  using  the  coefficient of dispersion  or 
mean-to-variance  ratio  over  3 x3 subregions.  These  experi- 
ments  were  carried  out  on a terminal-based  system  in a time- 
shared  environment. 

Impressive  savings  inprocessing  time  can  be  demonstrated 
on the  basis of the  obser.&ion t h a t  when  two  windows  do  not 
match,  the  cumulative d i m c e  function  rises  on  the  average 
much  more  rapidly  with  earh  pair of picture  elements  ex- 
amined  than  when  the  windows  do  match  [13].  The  class of 
sequential  similarity  detection  algorithms, as  the  method  is 
called,  was  analyzed on the  assumption  that  the  deviation 
between  two  pictures  in  register  is  exponentially  and  inde- 
pendently  distributed,  and  optimal  stopping  rules  were  de- 
rived  under  various  conditions.  The  number of operations  re- 
quired  was  tabulated  according  to  the  size of the  search  space 
and  the size of the  window. I t  is shown,  for  example,  that  for a 
search  area of dimensions  2048  by  2048  and a window size of 
256  by  256  elements  (much  larger  than  in  the  experiments 
actually  carried  out),  the  direct  method  would  require  about 
lo1* operation.s,  the  FFT, 1Olo operations,  and  the  best of the 
sequential  algorithms, 2 x 107 operations.  The  test  vehicle  in 
this  instance  consisted of pairs of ITOS  AVCS  frames  ob- 
tained two days  apart   over  the  Baja  California  and Gulf 
Coast  regions  (Fig.  6). 

Another  shortcut for multiple  template  matching,  based 
on prior  selection of “rare”  configurations,  is  compared  to  the 
conventional  systematic  search  in [ 1471. 
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F. Cloud  Motion 
An  interesting  twist on the  registration  problem  occurs 

when  the  camera  remains  stationary  and  the  scene  shifts.  This 
is  precisely the  case  in  attempting  to  determine  wind-velacity 
vectors  from  changes  in  the  location of cloud  masses  in  the 
30-min  intervals  between  successive  readouts  from  the  geo- 
stationary  ATS  spin-scan  cloud  cameras. 

An  excellent  account of the  importance of this  problem 
in  the  context of the  Global  Atmospheric  Research  Program, 
which  requires  wind-velocity  measurements  accurate  to 
within 3 knots,  is  presented  in  [191].  An  interactive  computer 
facility  (WINDCO)  for  tracing  cloud  motion  by  means of 
32  by  32  element FFT correlation on a Univac  1108  computer 
is  also  described. A highlight of this  paper  is  the  thorough 
t reatment  of the  computations  necessary  to  determine  the 
satell i te  orbit   and  att i tude  from  least   squares  approximations 
of the  measured  location of landmarks  appearing  in  the  pic- 
tures. I t  is shown  that  the  parameters  necessary  for  mapping 
operations can be  determined to an  accuracy  superior  to  the 
resolution of the  individual  picture  elements. 

Correlation  techniques  using  the FFT were also applied 
t o  64 by 64 element  windows  extracted  from  preprocessed 
(Le.,  projected on standard  map  coordinates)  versions of t h e  
large ATS pictures  by  Leese  and  his  colleagues.  They  report 
an  approximately  twentyfold  improvement  over  direct  calcu- 
lation of the  lagged  product.  The  metric  selected  was  the  cor- 
relation  coefficient:  the  observed  peak  value  was  usually 
about  0.7. The  results  are  claimed  to  be  comparable  to or 
better  than  visually  obtained  values  when  only a single  layer 
of clouds  is  present  or  when  the  wind  velocity  is  constant  with 
altitude.  The  major  source of inaccuracy,  in  addition  to  the 
gradual  deformation of the  cloud  masses,  is  the  occurrence of 
relative  mapping  errors  between  the  two  pictures  [121], [122]. 

Essentially  similar  results  were  obtained  with a binary 
matching  technique  operating on edge  configurations  ex- 
tracted  from ATS cloud  pictures  quantized to only  two  levels. 
This  method  is a factor of two or more  faster  than  the FFT 
metho&  but is also  unable  to  cope  with  multilayer  cloud  pat- 
terns  drifting  in  different  directions.  The  human  observer, 
however,  has  little  difficulty  in  separating  such  motion  com- 
ponents  on  the  basis of accelerated  “loop  movies”  showing 
twenty or more  successive  exposures  [121]. 

Yet  another  sustained  attempt at generating  wind-velocity 
maps  from  ATS-  picturesis  taking  place at the  Stanford Re- 
searchiInstituta  In  this  work  the  bright  points  (clouds)  are 
aggregated  by  means of a clustering  algorithm,  and  the 
ground  location  is-determined  through  successively  finer- 
grained  cross  correlation  against  preselected  20  by  20  element 
templates.  At  the last stage a directed-search  technique is 
used, as if the  cross-correlation  function  were  monotonic,  but 
the  results  are  checked By means of several  independently 
chosen  starting  points.  The  major  remaining  difficulties  are 
said  to  be  connected  with  changes  in sun angle  [73],  [53]. 

G. Parallax  Measurements 
The  determination of parallax  from  stereo  photographs 

differs  from  the  problems jus6 discussed  in  that  the  displace- 
ment  function  may  vary  quite  rapidly  from  point  to  point: 
therefore,  the  use of window  functions  based on uniform  dis- 
placements  is  inappropriate. 

Good  results  in  estimating  parallax on a single  digitized 
low-altitude  stereo  pair  were  obtained  with  the  assumptions 
tha t   t he  difference in  the  grey  levels of corresponding  trial 
pairs of points  in  the  two  pictures  is a zero-mean  Gaussian 
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process  and  that  the  departure of the  displacement  function 
from  its  average  value  over a small  neighborhood is also of the 
same  form.  Since  in  this  formulation  the  grey-level  difference 
distribution  is  conditional  upon  the  parallax,  for  which  the 
Gaussian  continuity  condition  gives  an a  priori distribution, 
Bayes’  rule  may  be  invoked  to  estimate  the a  posteriori de- 
pendence of the  parallax on the  observed  video  distribution. 

The  computation of the  altitude  contour  lines  from  the 
parallax  information  is a straightforward  problem  in  analytic 
geometry.  Some  results of applying  the  complete  procedure 
to  the  estimation of forest-tree  heights  are  shown  in [9]. 

I t  should  be  noted  that  there  exist  automatic  and  semi- 
automatic  photogrammetric  image-correlating  devices (stereo- 
plotters) which  recognize  corresponding  subsections on a 
stereopair of photographs  and  simultaneously  transform  and 
print  one of the  images  in  an  orthographic  projection  or  gen- 
erate  altitude  contour  lines.  Several  types of equipment  are 
available,  with  electronic  (scanned)  or  direct  optical  image 
transfer,  digital  or  mechanical  implementation of the  projec- 
tive  parameters,  manual  or  automatic  correlation,  and  on-line 
or  off-line  printout [207],  [98]. These  sophisticated  and  ex- 
pensive  precision  instruments  are  not,  however,  considered  to 
be  sufficiently  adaptable to cope  with  the  types of distortion 
expected  from  the  various  satellite  sensors [136]. 

V. CLASSIFICATION TECHNIQUES 
Experimental  work  in  automatic  classification  through 

remote  sensing  may  be  neatly  dichotomized  according to 
whether  the  primary  features  consist of spectral  or  spatial 
characteristics.  Examples of the  former  are  largely  based on 
the   ou tput  of the  Michigan  multispectral  scanner,  while  ex- 
amples of the  latter  include  aerial  photographs,  high-resolu- 
tion  photographs of the  moon,  and  satellite  cloud  pictures. 

T h e  reason  why  the  expected  development of methods 
based on both  spatial and spectral  characteristics  has  not  yet 
taken  place  to  any  significant  degree  is  that  the  spatial  resolu- 
tion of the  airborne  multispectral  scanner is too  low  to  allow 
discrimination of most  objects of interest .   Ri th   mult iband 
aerial  photography, on the  other  hand,  automatic  registration 
techniques  have  not  yet  come  far  enough  along  to  permit  the 
preparation of digital  color  composites  in  sufficient  numbers 
for  significant  experimentation. 

The  typical  classification  experiment  in  either  domain is 
open  to  criticism on several  counts.  The  data,  collected  in a 
single  region  under  favorable  conditions  by  airborne  or  space- 
borne  sensors,  are examined  in  their  entirety  by  the  experi- 
menter, who  decides  which  areas  are  most  representative of 
the  region as a whole.  The  samples  from  these  areas  are  as- 
sembled  to  form  the  training  set,  which is characterized  by 
ground-truth  information  delineating  certain  categories of 
interest.  A  statistical  categorizer  or  decision  box is constructed 
on the  basis of the  statistical  parameters  extracted  from  the 
training  set. 

T h e  classification  performance is evaluated on another  por- 
tion of the  data  (the  test  set),  also  carefully selected to enhance 
the  probability of correct  classification, w-here the  location  and 
extent of the  different  types of cover  is  known  to  the  experi- 
menter. If the  error  rate is unacceptably  high,  then  offending 
portions of the  test  set  may  be  included  in  the  training  set  for 
another  iteration  through  the  whole  cycle! 

The  details of the  various  experiments  differ  with  respect 
to  the  source of data,   the  method of labeling  the  training  and 
test  sets,  the  number  and  nature of the  classes  to  be  identified, 
the  degree of statistical  sophistication of the  categorizer,  and 

the  method of evaluating  the  results,  but  the  general  scheme 
of classifying  samples of the  test   set   according  to  their   sim- 
ilarity to the  training set remains  the  same. 

Since  it  is  impossible  to  review  in  detail  the  many  dozen 
pattern-recognition  experiments  reported  in  the  literature, 
we shall  confine  our  attention  to a few  tasks  which  have  been 
the  object of sustained  efforts  and will examine  other  con- 
tributions  in  terms of their  deviation  from  the  specimen  tasks. 
Rather  than offer a description of each  classification  problem, 
method of collecting  the  data,  and  decision  algorithm, we shall 
concentrate on the  experimental  procedure,  the  manner of 
evaluating  the  results,  and  the  validity of the  derived  infer- 
ences.  For  background,  the  reader  cannot  do  better  than  turn 
to  the  excellent  discussion of these  matters  in  relation  to  con- 
ventional  photointerpretation  in [36], which  includes  many 
fine examples  drawn  from  Gemini  pictures  and  coordinated 
low-altitude  oblique  aerial  photography. 

A .  Crop  Recognition 
In  the  United  States,  the  recognition of crop  species  by 

means of multispectral signatures, or  distinctive  spectral  char- 
acteristics,  has  been  extensively  studied  since 1966 with a 
view to  providing  timely  information  for  fertilization  prac- 
tices,  blight  control,  harvesting  schedules,  and  yield  forecasts 
[61],  [go],  [124]. There  has  been  much  discussion of the  im- 
portance of systematic  coverage  throughout  the  growing  sea- 
son [167],  [195], but  most of the  experiments  reported  use 
only  data  collected  in a single  day. 

Almost all of the  earlier  work  in  automatic  classification  is 
based on d a t a  collected  by  the  Michigan  scanner a t  altitudes 
ranging  from 3000 t o  10 000 ft in  intensively  farmed  areas of 
the  Midwest,  though a number of missions  were  also flown in 
the  Imperial  Valley  agricultural  test  site of southern  Cali- 
fornia  in  conjunction  with  the  Apollo-9  experiments. As a rule 
only  the  twelve  bands  spanning  the  visible  and  near-IR  range 
of the  spectrum  are  used,  because  the  other  channels of the  
Michigan  scanner  do  not  produce  data  in  register  with  the 
first  twelve  channels  and  cannot  be  readily  transformed  into 
the  same  spatial  coordinate  system [ Z ] .  

Ground  truth  is  generally  obtained  either  through  ground 
surveys  or  by  means of color, IR,  and  black-and-white  pho- 
tography  obtained  during  the  overflights.  The  performance 
of skilled  photointerpreters  using  the  various  types of imagery 
has  been  most  recently  evaluated  in [14], with still valid  ideas 
on the  most  appropriate  roles  for  manual  and  automatic  tech- 
niques  discussed  in [35] and [118]. 

Most of the  classification  experiments  were  performed  by 
investigators  associated  with  the  Infrared  and  Optics  Labora- 
tory of the  University of Michigan  and  with  the  Laboratory 
for  Applications of Remote  Sensing of Purdue  University. 
The  primary  instruments  for  experimentation  were a C D C  
3600 at  Michigan  and  IBM 360/44 and 360/67 computers a t  
Purdue.  A  number of results  were  also  obtained  with  the 
Michigan  SPARC  analog  processor. 

Extensive  programming  systems  were  developed at both 
installations  to  allow  data  editing,  data  normalization,  inspec- 
tion of statistical  attributes of spectral  distributions,  selection 
of spectral  bands,  derivation of categorizer  parameters,  execu- 
tion of classification  procedures,  and  evaluation of results 
[ l l j ] ,  [202], [112],  [148], [87]. Bothorganizations  take  pride 
in  the  accessibility  and  ease of assimilation of their  software 
packages as attested,  for  instance,  in [206] and [208]. 

The  ground  swath  covered  in  each  flight  by  the  Michigan 
scanner is normally  twice as wide as   the  flight  altitude.  i.e.. 
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3 t o  2  mi,  with  the  flight  lines  varying  in  length  from 2 t o  
20 mi.  II‘ith a few  notable  exceptions  [88],  however,  not all 
of the  data  collected  are  run  through  the  training  and  classifi- 
cation  algorithms,  and  even  when all of the  data  are  actually 
classified,  the  determination of the  accuracy of classification 
over  the  entire  region is usuallyhampered  by  the  difficulty of 
entering  into  the  computer  the  complete  ground-truth  de- 
scription. 

The  specific fields chosen  for  training  and  for  classification 
are  usually  selected  for  uniform  appearance  and  for  nearness 
to  the  centerline of the  swath  since  recognition  tends  to  be 
worse a t  oblique  look-angles  [113].  Sometimes  the  central 
portions of certain  fields  are  chosen  for  the  training  set,  with 
the  remainder of the field used  for  checking  the  “generaliza- 
tion”  capability of the  categorizer  [63]. 

The  training  areas  are  frequently  augmented  by  including 
areas  where  “preliminary”  classification  runs  show  poor  recog- 
nition  rates  [202],  [131]. In view of the  variability of widely 
spaced  samples,  this  procedure  usually  requires  the  specifica- 
tion of several  subclasses  for  each  category of interest [131], 
[113].  Automatic  mode  determination  by  means of clustering 
algorithms  has  also  been  attempted  with  fair  success  [201], 

The  ratio of the size of the  training  set  to  the  size of the 
test  set  has  been  steadily  decreasing  as it is  discovered tha t   in  
multispectral  recognition  the  quantity of samples  collected 
in  any  given field is much  less  important  than  the  judicious 
inclusion of small  “representative”  regions  along,  and  par- 
ticularly  across,  the  flight  line.  Though  excellent  results  have 
been  obtained  under  favorable  conditions  over  large  areas  up 
to   90 mi  away  from  the  training  fields,  even  these  experiments 
show that  the  experimenter  must  ever  be on the  alert   to 
change  the  configuration of training  and  test  fields  should 
an  inopportune fluff  of cloud  intrude on the  original  experi- 
mental  design [88]. 

Much  effort has been  devoted  to  the  selection of suitable 
subsets of the  spectral  channels  in  order  to  increase  through- 
put.  Among  the  feature  selection  methods  tested  are  principal 
component  analysis,  divergence,  and  minimas  pairwise  linear 
discriminants.’All  reports  agree  that  four  to six channels  per- 
form  as well as   the fu l l  set of ten  or  twelve  (and  sometimes 
better,  owing  to  the  use of suboptimal  classifiers),  but,  as 
expected,  the  best  subset  varies  from  application  to  applica- 
tion.  Linear  combinations of channels  have  also  been  used, 
with  similar  results,  but  the  necessary  computation  can  be 
justified  only  for  problems  involving a large  number of cate- 
gories  [116], [117], [140], [64]-[66]. 

Theoretical  attempts  to  relate  the  laboratory-observed 
spectral  characteristics of plants  to  remote  observations 
through  the  atmosphere  are  discussed in [SI]  and  [91]. 

Michigan  and  Purdue  seewto  agree  that  quadratic  deci- 
sion  boundaries  derived  from die maximum  likelihood  ratio 
based on Gaussian  assumptiomxonstitute  the  preferred 
method of classification.  Almost all of the  esperiments  dis- 
cussed  in  this  section  made  use of ttrmtechnique,  though  linear 
decisions,  sequential  tree  logic,  potential  functions,  and  near- 
est  neighbor  classification  have  been  shown to yield  very 
similar  results, at least on small  samples  [193],  [63],  [158], 
[65], 1661. The  quadratic decision  rule is to  choose  the  class 
(or  subclass) i which  exhibits  the  largest  value 

[63],  [6].  [65],  [66]. 

g(x)  = ( x  - Mi)TR,(X - Mi) + ci 
where X is a multispectral  measurement  vector; Mi is the  class 
mean  vector  estimated  from  the  training  samples; I?i is the 

class  covariance  matrix;  and Ci is a constant  related  to  the 
a priori  probability of class i. 

This  decision  function  can  be  computed  rather  rapidly 
(0.3  ms  per  six-dimensional  sample,  eight  classes, on a n   I B M  
360/44)  by  making  use of table  lookup  and  sequential  search 
procedures  [57]. 

One  means of improving  the  recognition  results  achieved 
by  such  methods  is  ‘per-field”  classification,  where  the  indi- 
vidual  sample  vectors  are  replaced  by  the  average  values of 
the  spectral  components  in  each field. Not  only  does  this  ease 
the  computational  requirements,  but it also  reduces  the  con- 
tr ibution  to  the  error  rate of weedy  patches,  irrigation  ditches, 
and  other  irregularities  [6],  [14],  [65].  Efforts  are  underway 
to  develop  automatic  methods  for  deriving  the field boun- 
daries  in  order  to  give  real  meaning  to  these  per-field  figures, 
bu t  while the  majority of the  boundary  segments  may  be 
readily  obtained  by  “local  operators,”  linking  them  up  in  the 
desired  topological  configuration  is a difficult  matter  [4], 
[213],  [214]. 

Recognition  results  range  from  90 to 98  percent on a 
single  crop  (wheat)  versus  “background”  -[131], [88], through 
91  percent on eight  classes  in  the  same  flight  line,  dropping  to 
65  percent  with  only  four  classes  across  flight  lines  [63],  to 30 
percent on really  difficult-to-distinguish  crops  with  training 
and  test  samples  selected  from  different  fields [7O]. 

In comparing  the  classification  ,performance of a given 
system  to  how well one  might  be  expected  to  do  by  chance 
alone,  the a  priori probabilities  which  are  obtained  from  the 
ground  truth  associated  with  the  training  set  should  be  taken 
into  account. On the  above  four-class  problem,  for  instance, 
almost half the  samples  were  drawn  from  soybeans,  hence 
one  would  reach  approximately  50-percent  correct  recognition 
without  any  reference at all to  the  multispectral  information. 

Crop-recognition  experiments  have  also  been  conducted on 
digitized  samples of color and  color-IR  photography.  These 
experiments  are  based on sample  sizes  ranging  from  minuscule 
to  small:  59  samples  used  for a comparison of several  different 
recognition  algorithms  [193]; a few  hundred  samples  from 
carefully  chosen  densitometric transects (single  scans)  with 
six  classes  (including  ‘low-reflectance,”  “medium-reflec- 
tance,”  and  “high-reflectance”  water!),  and no differentiation 
between  training  and  test  data  [175];  6000  pixels of training 
data  from  60  000-ft  RB-57  multiband  and  multiemulsion 
photography,  divided  into  four  classes  (corn,  soybeans,  pas- 
ture,  and  trees)  with  95-percent  accuracy  [87];  seven  fields 
from a dissector-digitized  photograph  (81-percent  accuracy 
on dry  cotton,  33-percent  accuracy on wet  cotton) [7O]; 
and 50 000 samples  (about 1 percent of one  frame) of auto-  
matically  digitized  Apollo  SO-65  photography  [127], [SI, [6]. 
Recognition  rates on the  latter  material  range  from  30  to  70 
percent,  with  about 3 percent of the  carefully  selected  speci- 
men  areas  used  for  training,  and  the  rest  for  test. In compar- 
ing  the  results on satellite  data  to  the  performance  obtained 
by  airborne  sensors on similar  tasks, it must  be  observed  that 
the  photographs  were  scanned at a resolution  corresponding 
to   about  200 ft on the  ground,  and no photometric  calibration 
was  attempted. 

The  largest  series of experiments  to  date  are  the  Summer 
1971  corn-blight  surveys flown by  the  Michigan  (and  other) 
aircraft  and  divided  up  for  processing  between  Michigan  and 
Purdue.  Strong  United  States  Department of Agriculture 
(USDA)  logistic  support  for  these  experiments  was  presum- 
ably  based on the  promising  results  obtained  in  August  and 
September of 1970  [128],  [14].  At  the  time of writing no pub- 
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lished  information  was  available on the  1971  experiments,  but 
the  results will be  eventually  released  by  the  Corn  Blight 
Information  Center  in  jyashington, D. C.  

B. Terrain  Classification  Based on Spectral  Characteristics 
The  en t ry  of ground-truth  information  for  crop  classifica- 

tion,  difficult  as it is, is a relatively  straightforward  matter 
compared  to  the  problems  encountered  in  other  types of ter- 
rain  classification,  because  the  geometry of cultivated  fields 
tends  to  be  quite  simple,  and it can  be  safely  assumed  that 
each field corresponds  to  one  crop  type  or  to a s tandard 
mixture. 

In the  absence of similar  simplifying  features  in  other 
problem  areas  there  has  been no a t tempt  so far  to  enter 
ground-truth  information  into  the  computer  with a view to 
objective  quantitative  evaluation of the  results.  Instead, 
classification  maps  are  generated  which  are  visually  compared 
to   maps  or aerial  photographs  of  the  area.  The  results of such 
comparisons  are  invariably  “promising.” 

Among  applications  which  have  been  tackled so far  with 
the  help of the  Michigan  scanner  are:  the  location of areas of 
potential  sink-hole  activity  in  Florida [13O], [ % I ;  a beauti- 
fully  illustrated  and  ecologically  captivating  study of hydro- 
biological  features  within  the  Everglades  [110];  and  soils 
mapping  in  Indiana  (where  difficulties  were  encountered  in 
attempting  to  extend  the  classification  to  samples  located  4 
km  from  the  training  set) [ 1141, [206]. In addition,  there  have 
been  innumerable  other  projects  where  prints of the  unpro- 
cessed  MSS  output, or simple  thresholded  versions  thereof, 
have so far  proved  sufficient  for  the  purpose a t  hand,  but 
where  automatic  processing  may  be  eventually  required as re- 
search  findings  are  translated  into  operational  requirements. 

Terrain  classification  has  also  been  attempted  by  means 
of digitized  aerial  photographs.  Here  also  the  difficulty of 
preparing  detailed  ground-truth  maps  for  the  entire  area 
under  investigation  presents  an  insurmountable  obstacle  to 
quantitative  evaluation of the  results.  In  one  study,  for  ex- 
ample,  the  investigators  had  to  resort  to  marking  isolated 
patches  containing  “marked  vegetative  zonation or relatively 
homogeneous  stands of a dominant  species”  with  18-in  plastic 
strips  which  were  discernible  in  the  photographs.  This  par- 
ticular  experiment  is  also  distinguished  by  conscientious 
spectral  calibration  by  means  of  large  colored  panels  displayed 
on  the  ground at flight  time  and  subsequently  scanned  with 
the  remainder of the  imagery  [52]. 

For some  other  applications of interest,  and  some  novel 
insights,  the  reader  may  consult  [40], [109]. 

C. Shape  Detection 
The  major  methodological  difference  between  research 

aimed at automating  the  production of land  usage  maps  and 
research  concerned  with  the  classification  and  recognition of 
objects on the  basis of their  geometrical  properties  (including 
texture)  is  an  inevitable  consequence of the  relative  scarcity 
of objects of interest. I n  multispectral  crop  classification, for 
instance.  every  decision  results  in a positive  contribution,  but 
if we are  looking  for  houses,  roads,  tornadoes, or eagle’s  nests, 
then  many  more  pictures will have  to  be  examined  to  obtain 
statistically  significant  results  [78]. 

T o  gain  some  idea of the  preliminary  (and  often  unre- 
ported)  manipulation  necessary  to  obtain  acceptable  results 
in  this  area, we shall  examine  in  some  detail a rather  extensive 
feasibility  study  intended to explore  alternative  designs  for a 
satellite-based  recognition  system.  Various  aspects of this 

study  have  been  reported  in  outside  publications [MI, [45],  
[103], 1461, but  most of the  information  presented  here  is 
obtained  from  an  internal  contract  report  [49]. 

The  pictures  originally  selected  by  the  contracting  agency, 
as  representative of the  material  the  satellite-borne  classifier 
would  encounter,  consisted of 311 black-and-white  prints 
containing  198  lunar  features,  such  as  craters,  rimas,  and 
rilles,  and  323  Nimbus  cloud  samples of various  types. 

One  hundred  and  47 of the  better  prints  were  selected  for 
digitization on the  basis of risual   examinat ion.  In  the  cloud 
pictures,  fiducial  marks  and  certain  “long  black  lines”  were 
eliminated  by  means of a water-color  retouching  kit.  The 
prints  were  then  rotated by  the experimenters to  align  the  sha- 
dow  directions  to  reduce  variation  due  to  changes  in  the  solar 
illumination.  The  resolution of the  slow-scan  television  cam- 
era  used  to  convert  the  pictures  to  an  intermediate  analog  tape 
was  set by  the  operator on each  pattern  in  such  a  way  that   the 
maximum size variation  was  kept  below  1.5 : 1. The  resolution 
was  then  further  reduced  by  averaging  to 50 by 50 picture  ele- 
ments  for  the  lunar  patterns,  and 75 by 75 elements  for  the 
clouds. The  dynamic  range  was  also  individually  adjusted by  
the  operator to let  each  pattern “fil l” the  3-bit  digital  grey  scale. 

A file of 1000  training  samples  and  200  test  samples  was 
produced  for  both  moonscapes  and  clouds  by a digital  editing 
process  consisting of replicating  individual  patterns  by  means 
of translations of up  to 15  percent of the  effective  frame  size 
and  rotations of up  to  15”.  To  avoid  letting  “difficult”  patterns 
predominate,  not all patterns  were  replicated  the  same  num- 
ber of times.  Due  care  was  taken,  however,  to  avoid  including 
replicas of the  same  pattern  in  both  the  training  and  test  set. 

Each  pattern  was  characterized  by  the  output of property 
filters consisting  either of intuitively  designed  measurements 
or of features  derived  by  statistical  means.  Eight  different 
classification  schemes,  gleaned  from a literature  search  result- 
ing in 167  titles,  were  tried on a subset of the  data,   but  none of 
the  eight  methods  (forced  adaptive  learning,  “error  correc- 
tion,’’  Madaline,  another  piecewise-linear  method,  mean- 
square  error  criterion,  “iterative  design,”  Bayes  weights,  and 
direct  estimation of the  distributions)  proved  notably  superior 
to the  others. Of greatest  benefit  to  accurate  classification, it 
turned  out,  was  the  “reduced  aperture”  technique,  whereby 
insignificant  portions of the  picture  are  eliminated  prior  to  the 
feature-extraction  stage!  The  best  combination of features, 
decision  methods,  and  reduced  aperture  consistently  achieved 
better  than  90-percent  correct  classification on a half-dozen 
different  ways of grouping  the  patterns  into  classes. 

Experiments  were  also  conducted on pattern  segmentation. 
The   da t a  for  these  tests  consisted of side-by-side  montages of 
cloud  patterns  which  had  been  correctly  classified  in  isolated 
form. In this  way  it  was  possible  to  demonstrate  that  the in- 
p u t  to  the  decision  units on successive  segments  generally 
gives a reliable  indication of the  location of the  boundary  be- 
tween  the  different  cloud  types  (at  least as long as the  pro- 
gression  of  segments  is  limited  to  the  direction  perpendicular 
to the  boundary)! 

Hardware  configurations  were  evaluated  for  parallel/ 
analog,  sequential/hybrid,  and  sequential/digital  methods of 
implementation.  While all three  configurations  were  capable 
of  meeting  the  desired  real-time  operation  criterion  under  the 
particular  choice of assumptions,  the last design  showed a 
definite  advantage  in  terms of weight. 

Studies  in a similar  vein,  but  with  more  emphasis on 
parallel  methods of implementation,  have  been  conducted  for 
several  years  by  Hawkins  and  .his  colleagues  [81]-[83].  The 
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objects of interest  here,  extracted  from  aerial  photographs, 
are  orchards,  oiltank  farms,  woods,  railroad  yards,  roads,  and 
lakes. The  photographs  were  scanned  with a flying-spot 
scanner  under  program  control  (PDP-’I),  with  examples of 
various  local  feature-extraction  operations,  such as matched 
filters,  gradient  detection,  contrast  enhancement,  and  thresh- 
olding  demonstrated  by  means of electrooptical  techniques. 

Another  point of view  altogether,  but  surprisingly  similar 
conclusions  regarding  the  feature-extraction  stage,  are  repre- 
sented  by  the  M.I.T.  pilot  study of a semiautonomous  Mars 
Rover.  The  input  to  this  low-resolution  system is provided  by 
a stereo  television  system  under  control of a PDP-9, but   the 
output ,  following a hierarchical  multilayer  model of the  verte- 
brate  visual  subsystem,  remains  in  the  realm of conjecture 

A good  description of the  application of Golay  rotation- 
invariant  hexagonal-neighborhood  logic  to  both  local  and 
global  feature  extraction,  including  measurements of object 
diameter,  area,  perimeter,  curvature,  and  particle  counts,  is 
given  in [108]. Experimental  results  are  presented on two 
500 by 500 arrays  extracted  from  aerial  photographs. 

Diverse  analog  and  digital  methods  for  implementing  tex- 
ture  measurements  are  considered  in [204]. Haralick  in a 
very  thorough  series of experiments,  has  classified 54 scenes 
(each + by + inch  in  area)  from 1 :20000 scale  photographs  into 
9 classes on the  basis of the  statistical  dependence of the  grey 
levels  in  adjoining  picture  elements.  He  compared  the  results 
obtained  (average  70  percent  correct)  to  those of five trained 
photointerpreters  using  the  entire 9 by 9 in  photograph (81 
percent  correct) [76]. 

An early  experiment  to  detect  broken  and  continuous 
cloud  cover  in  Tiros  imagery on the  basis of texture is reported 
in [178]. Local  operators  containing 5 by 5 picture  elements 
were  used  for  purely  textural  characteristics,  with 15 by 15 
element  operators  for  distinction  based on size and  elongation. 
A follow-up  study  introduces  additional  criteria  such as 
amount  of edge  per  unit  area  and  number of grey-level  ex- 
trema  per  unit  area [181],  [182]. 

A good  review of cloud-cover  work,  emphasizing  the 
difference  between  classifying a given  segment  and  producing 
a cloud  map,  can  be  found  in [199]. This  paper also presents 
new  heuristic  algorithms  for  delineating  cloudy  regions. 

D .  Nonsupervised  Classification 

[ 2001. 

Nonsupenised  learning or cluster  seeking are  names  applied 
to methods of data  analysis  where only the  observed  values 
are  used  explicitly to  group  samples  according  to  some  in- 
trinsic  measure of similarity. I t   i s   t rue   t ha t  closer  examination 
inevitably  reveals  that  some  additional  information,  such as 
the  expected  number of groups  and  some  suitable  metric,  was 
used  by  the  experimenter  to  achieve  the  desired  results,  but 
the  nature of the  ground-truth  information  associated  with 
the  samples  enters  the  algorithm  only  in a circuitous  manner. 

In remote-sensing  experiments  this  approach  has  been 
used 1) to  alleviate  the  problem of multimodal  probability 
distributions  in  supervised  classification  methods, 2) to  cir- 
cumvent  the  need  for a  priori  selection of training  samples, 3) 
to  extract  the  boundaries  between  homogeneous  regions  in 
multispectral  arrays,  and 4) to  condense  the  amount of infor- 
mation  stored or transmitted. 

Experiments  showing  the  application of nonparametric 
clustering  techniques  to  discover  the  ‘natural  constituents” 
of the  distributions  characterizing  the  various  terrain  classes 
are  described  in [63] and [65] on multispectral  scanner  obser- 

vations  and  in [SI,  [6], [87] on digitized  multiband  photo- 
graphs.  We  learn,  for  example,  that mode  estimation yields a 
good  approximation  to  the  mean  values of the  spectral  com- 
ponents in individual fields, or that  seven  different  subclasses 
of “bare  soil”  were  found  in a certain  batch of data ,   but   there  
is  not  sufficient  information  presented  to  determine  how  much 
clustering  reduces  the  error  rate  in  comparison  to  using a 
single  quadratic  boundary  per  class, or alternatively,  whether 
clustering  permits  the  substitution of simpler  boundary  equa- 
tions.  In  each of the  papers  mentioned  the  clustering  proce- 
dure  is  conducted on an  even  smaller  number of samples  than 
the  main  supervised  classification  experiments,  because  the 
algorithms  used so far  tend  to  be  very  complicated  and  time- 
consuming,  frequently  involving  repeated  merging  and  parti- 
tioning of the  tentative  cluster  assignments. 

When  the  clustering  technique  is  used on all of the  avail- 
able  observations  without  any  regard  to  the  class  descriptions, 
then  it  may  be  considered  equivalent  to a stratified or two- 
stage  sampling  design  insuring  the  efficient  collection of the 
ground-truth  information [119], [l].  In  other  words,  the 
classifier  is  allowed to  designate  the  appropriate  areas  for  the 
collection of class-identifying  information on the  basis of the  
d a t a  itself,  rather  than on a pr ior i  considerations.  The  neces- 
sary  ground  truth  may  then  be  collected  after  the  analysis 
rather  than before,  reducing  the  risk  that  the  areas  sampled 
may  not  be  typical of significant  portions of the  data.   One of 
the few  complete  experiments  testing  this  idea  is  described  in 
[193], but   the test data  unfortunately  contained  only a few 
dozen  digitized  samples.  A  somewhat  larger  experiment on 
nine  classes  extracted  from  aerial  color  photographs  by  means 
of a trichromatic  microdensitometer  is  reported  in [189]; 
here  the  clustering  was  performed  by  inspection on two-di- 
mensional  projections of the  three-dimensional  measurement 
space  pending  the  completion of suitable  programmed  al- 
gorithms.  Finally, 2500 samples of high-altitude  photography 
were  classified  by  clustering  in [87], but  since  the  study  was 
oriented  toward  other  objectives,  these  results  were  not 
evaluated  in  detail. 

The  extraction of boundary  information  for  registration or 
other  purposes  is  even  more  difficult on noisy  multispectral 
data   than on black-and-white  images.  A  comparison of 
gradient  techniques  with  clustering is reported  in [214], with 
both  methods  applied  to  congruencing  data  obtained a t  
different  times  in [4]. A related  problem  is  the  conversion pf 
gray-scale  imagery  to  Binary  arrays  by  thresholding;  here a 
clustering  technique  oriented  towards  the  joint  occurrence of 
certain  gray-level  values  in  adjacent  picture  elements  has  been 
shown  to  yield  better  results  than  thresholds  based o n  the 
intensity  histogram  alone [180]. 

Both  iterative  and  single-pass  clustering  algorithms  have 
been  thoroughly  investigated  by  Haralick  and  his  colleagues 
for  the  purpose of discovering  data  structures in remote-sens- 
ing  observations  that  may  reduce  storage  and  transmission 
requirements  for  such  data.  The  single-pass  algorithms,  tried 
on 80 X 80 microdensitometric  samples of three-band  aerial 
photography,  are  based on a chaining  technique  operating  in 
either  the  image  space or in  the  measurement  space [74]. T h e  
iterative  technique  depends on preliminary  mapping of the  
da ta   in  a high-dimensional  binary  space  and  adjusting  the 
coefficients of prototype  vectors  to  minimize  the  least  square 
deviation; i t  proved  relatively  unsuccessful  in  reaching  an 
acceptable  error  rate  in  compacting 27 000 twelve-dimen- 
sional  multispectral  observations of Yellowstone  Sational 
Park [75]. An exhaustive  experimental  investigation of vari- 
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ous aspects of the  performance of the  iterative  clustering 
algorithm on five  distributions  (three  arbitrary,  and  two  ten- 
uously  connected  with  remote  observations)  is  described a t  
length  in  [46],  and a theoretical  analysis of the  same  family of 
algorithms is presented  in  [42]. 

VI. CONCLUSIONS 
I t  would  appear  that  few of the  results  demonstrated  to 

date   warrant  our sanguine  expectations  regarding automatic 
processing of the   ou tput  of the  first  generation of earth  re- 
sources  survey  satellites.  Even  making  allowances  for  the 
ever-accelerating  march of science,  some of the  current  prepa- 
rations  are  uncomfortably  reminiscent of the  early  attempts 
at automatic  translation  and  “universal”  pattern  recognition. 

The  first  grounds  for  scepticism  concern  the  question of 
instrumentation.  Is  it  really  possible  to  measure  consistently 
the  reflectance of 4000 by 4000 distinct  picture  elements  with 
satellite-borne  vidicon  cameras  and  multispectral  sensors 
when  meticulously  tuned  electronic  scanning  equipment  (as 
opposed  to  mechanical  microdensitometers)  in  image  process- 
ing  laboratories  throughout  the  country  yield  only  about  one 
quarter  as  many  usable  points?  The  Michigan  scanner  has  an 
effective  transverse  resolution of 220  lines  (though  the  optical 
system  is  nearly  five  times as good),  the  ITOS  camera  system 
has  barely 800 lines;  improvements  in  this  area  have  not,  his- 
torically,  taken  order-of-magnitude  jumps.  Even if specifica- 
tions  are  met,  how  much  can we learn  from  200  by  200-ft  pic- 
ture  elements? 

In  regard  to  the  crucial  question of automatic  registration, 
very  little  can  be  said  until  the  accuracy of the  satellite  atti- 
tude  and  ephemeris  information  and  the  magnitude of the 
geometric  and  photometric  degradation  are  firmly  estab- 
lished. I t  should  be  noted,  however,  that so far no completely 
automatic  techniques  have  been  developed  even  for  the  regis- 
tration of weather  satellite  imagery,  where  far  greater  errors 
could  be  tolerated.  Although  it  is  frequently  implied  that  the 
major  obstacle  to  the  implementation of digital  regidration 
methods  based on correlation  is  the  inordinate  amount of 
computation  required,  none of the  work  performed  to  date 
indicates  thae  the  required  accuracy  could  be  attained a t  any 
cost. 

Many of our troubles  can, of course,  be  attributed  to  the 
lack of representative  raw  data.  Whatever will be the  signifi- 
cant  characteristics of the  ERTS  and  Skylab  coverage, it is 
safe  to  predict  that it will bear  little  resemblance  to  the  digi- 
tized  photographs  and  low-altitude  multispectral  observations 
which  are  currently  available  for  experimentation.  The 
weather  satellite  pictures,  which  are  in  many  ways  most 
representative,  are  not  nearly  detailed  enough  for  most of the  
suggested  earth  resources  applications.  Although  there ha\re 
been  attempts a t  simulating  the  scale  and  resolution of the 
expected d a t a  [IS], these  simulations  did  not  include  some of 
the  essential  features of the  electronic  data-collection  systems, 
and  were,  in  any  case,  largely  ignored  by  the  image-processing 
community. 

A related  source of frustration  is  due  to our failure  to  take 
advantage of the  economies of scale  resulting  from  large well- 
coordinated  efforts.  The  tendency  seems  to  be  for  each  re- 
search  group  to  attempt to build  its own ‘complete”  image- 
processing  system  independently of what  may  be  a\-ailable 
elsewhere.  Since  such  an  undertaking  exceeds  the  resources of 
most  laboratories, a small  part of the  overall  problem  is 
selected for special  attention,  with  the  remainder  treated  in 
cursory  fashion  without  regard  for  previous  work on the  sub- 

ject. If, for  instance,  the  selected  topic  is  feature  extraction, 
then  the  feature  extraction  algorithms  are  exercised  with 
minimal  preprocessing  and  normalization of the  data ,   and 
without   any  a t tempt  at relating  the  performance  achieved  to 
the  manner  in  which  the  results  are  to  be  utilized.  Yet  chances 
are   that ,  as in  any  large  programming  effort,  the  ‘interface” 
problems will in  the  end  dwarf  the  contributions  necessary  to 
develop  the  individual  modules. 

Leaving  aside for the  moment  the  essential  but so far  trem- 
ulous infrastructure  in  image  registration  and  restoration,  we 
come  to  the  more  glamorous  aspects of automatic   data  classi- 
fication.  Without  further  insistence on the  many  sins  in  ex- 
perimental  design (Le., lack of separate  training  and  test  sets, 
and  failure  to  select  the  test  data independently of the  training 
data) ,   and on the  widespread  and  arrant  disregard  for  the sta- 
tistical  rules of inference  governing  small-sample  beha\’ ’lor, we 
shall  take  at  face  value  the  60-, 7 5 ,  and  90-percentrecognition 
rates  achieved on favorable  test  sites on a half-dozen  carefully 
selected  terrain  categories or crop  species.  Studies of the  error 
rates  tolerable  in  various  applications  would  leave  little  doubt 
that  such  performance  levels,  though  perhaps  not  totally  use- 
less, can  be  reached  far  more  economically  by  means of other 
than  satellitic  surveillance,  but  seldom  in  the  pattern-recogni- 
tion  literature  is  there  any  reference  to  the  minimum  accepta- 
ble  classification  rates. 

Perhaps  an  absolute  standard is too  much  to  ask.  Yet,  with 
only a handful of major  test  sites  under  study  for  automatic 
classification,  are  there  any  published  comparisons of relative 
recognition  rates  obtained  by different investigators  under 
similar  circumstances?  The  same  photographs  and  printouts 
appear  in  publication  after  publication,  but a sufficient  num- 
ber of conditions n e  changed  in  each  study to render all com- 
parison  meaningless. 

Significant  pragress  in  this  area  cannot  be  expected  until 
sophisticated  interactive  systems  are  developed  for  entering 
ground-truth  information  directly  in  the  reference  frame of 
the  digitized  images.  This,  in  turn,  requires  high-resolution 
gray-scale  display  devices,  with  attendant  software  facilities 
for  pinpointing  landmarks  and  outlining  boundaries,  imple- 
menting  projective  and  other  transformations,  preparing  mo- 
saics,  comparing  the  images  with  digitized  maps,  serial  photo- 
graphs  and  other  prestored  information,  and  in  general,  easing 
the  burden of programming  the  sundry  necessary  details. 

These  observations  are  not  meant  to  imply  that  digital 
methods will not  play  an  important role  in  processing  the  tor- 
rent of d a t a   t h a t  will soon be  released  by  the  survey  satellites. 
I t   i s  likely,  however,  that  the  computer will for a time  con- 
tinue  to  be  relegated  to  such  relatively  unexciting  tasks as 
format  conversion,  “cosmetic”  transformations,  merging  the 
image  stream  and  the  ephemeris  and  attitude  information, 
correction of systematic  distortions,  keeping  track of the  dis- 
tribution  list  and  other  bookkeeping  chores,  while  interpreta- 
tion of the  images is left  to  the  ultimate  user.  The  prototype 
operation  is  likely  to  be  modeled on tha t  of the successful and 
efficient Sational  Environmental  Satellite  Center,  where  over 
one  hundred  frames  are  smoothly  processed  and  assembled 
daily,  with  dozens of computer  products  distributed on a 
routine  basis  to  the  four  corners of the  globe. 

The  situation is more  encouraging  with  regard  to  data  col- 
lected  by  relatively  low-flying  aircraft.  Here  the  scattering 
effects of the  atmosphere  are  not  quite so debilitating,  the 
sensor  configuration  can  be  optimized  for  specific  objectives, 
the  flights  can,  in  principle,  be  timed  for  the  best  combination 
of illumination  and  terrain  conditions,  and  bore-sighted 



1196 PROCEEDISGS OF THE IEEE. OCTOBER 1972 

cameras  and  navigational  subsystems  can  be  used  to  ensure 
adequate  ground  location of the  electronic  images.  The  yield 
of usable  pictures  should  then  be  sufficiently  high  to  allow 
fairly  sophisticated  automatic  analysis of the  data  in  selected 
applications. An example of a plausible if modest  candidate  for 
digital  processing is the  bispectral  airborne  forest-fire  detec- 
tion  system  described  in [ 8 6 ] .  

In spite of the  many difficulties, the  long-range  objective 
must of course  remain  the  eventual  combination of spaceborne 
and  airborne  sensor  systems  with  conventional  ground  obser- 
vations  in a grand  design  for a worldwide  hierarchical  data- 
collection  system  enabling  more  rational  utilization of our 
planet’s  plentiful  but  by no means  unlimited  natural  resources. 

We  conclude  with a plea  for  more  cohesive  exploitation of 
the  talent  and  funds  already  committed,  increased  exchange 
of data  sets  in a readily  usable  form,  more  collaboration  and 
standardization  in  image-processing  software,  formulation of 
realistic  goals,  and  persistence. 
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Interactive Pattern  Analysis and Classification 

Systems: A Survey and Commentary 

LAVEEN N. RANAL, FELLOW, IEEE 

Absfracf-Starting with  the  era of learning  machines,  reasons 
are  presented  for the current  emergence of graphics-oriented  inter- 
active  pattern analysis and  classification systems (IPACS) as a 
general  approach  to  practical  pattern-recognition  problems. A 
number of representative systems and  their  application  to  a  wide 
variety of patterns  are  surveyed.  Various  aspects of alternative 
hardware  and  software  implementations  are  commented  upon  and 
computational  algorithms  and  mappings  relevant to, interactive 
analysis  and  classification of patterns  are  discussed. 

I. INTRODUCTION 

1 N THE Talk of the  Town  section of the New Yorker for 
December 6, 1958, “our man  about  town”  reported on a 
conversation  with  Frank  Rosenblatt,  the  inventor of 

Perceptrons [151]. The  report  was  titled  “Rival,”  and  it 
reflected  the  anthropomorphism  that  was  then  fashionable  in 
pattern  recognition  and  computers. 

Rosenblatt’s  brilliant  conjectures  and  the  colorful  names 
for his  “self-organizing”  machines  attracted  wide  attention. 
He  had  high  hopes for his  “artificial  intelligences.”  They  were 
to  be  replaeements  for  human  perceivers,  recognizers,  and 
problem  solvers.  Over  the  next  few  years  there  followed a 
flock of other  “adaptive”  and  “learning”  machines  such as 
ADALINE  and   MADALINE [201], A P E  (see [91]), MIXOS 
[17], C O N F L E X  [187], and  SOCRATES [188]. 

work was  supported in part  by  the Directo-rate of Mathematical  and  In- 
Manuscript received February 12, 1972; revised July 14, 1972. This 

formation  Sciences, Air Force Office of Scientific  Research,  Air  Force 
Systems  Command,  USAF,  under  Grant  AFOSR 71-1982 to the Uni- 
versity of Maryland. 

The  author  is  with  the  Computer Science Center,  University of 
Maryland, College Park,  Md. 20742. 

As  was to become  evident,  the  true  contribution of the 
brilliant  conjectures,  catchy  names  and  audacious  claims for 
these  machines,  was  not  in  providing a general  approach  to 
pattern  recognition.  Rather  it   was  in  creating  an  air of excite- 
ment  about  automatic  pattern-recognition  and  learning 
machines. 

Today  there is greater  appreciation of the  complexities of 
what  is called  pattern  recognition.  But  the  excitement  con- 
tinues, as d e s  the  urge  to look for  relatively  general  theoreti- 
cal  and  experimental  approaches  and  models  which  are  ap- 
plicable  to a wide  class of problems.  Aspects of the  structural- 
geometric or linguistic-statistical  models  for  pattern  recogni- 
tion  that  have  recently  aroused  interest  are  presented  else- 
where [94]. Here we survey  graphics-oriented  interactive  pat- 
tern  analysis  and  classification  systems,  for  which  we  use  the 
abbreviation  IPACS.  IPACS  represent  responses  to  demands 
for  generality  in  the  experimental  domain. 

Computer-driven  interactive  graphic  displays  together 
with  input  devices  such as the  light  pen,  the  Rand  tablet, 
the  Sylvania  tablet,  the  mouse,  and  joy  sticks,  have  improved 
man-computer  communication  in  recent  years. In addition  to 
displaying  relationships in two or three  dimensions  (using 
perspective)  for  human  inspection,  the  graphics  terminal 
provides a high  data-rate  communication  link  to  the  com- 
puter,  enabling  dynamic  control  and  manipulation of pro- 
grams  by  means of line  drawings,  as well as character  codes  or 
function  buttons. 

Section  I1  discusses  the  impact of interactive  display 
technology on approaches  to  pattern-recognition  problems. 
Section 111 lists  some  existing  IPACS  and  gives  an  idea of the 










