
For geographic applications, satellite image data must be combined with
aerial photos, census data, and existing maps. Integrating the various

dataforms is a complex, multistep operation.
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Geographic analysis can be traced to ancient roots:
the establishment of the Roman road nework, the Egyp-
tian census (used for levying taxes, of course), and the
layout of the Sumerian canal system. However, not until
the invention of the balloon in 1789 and of photography
in 1839 could large areas of the earth be pictured. The
Civil War saw the first tactical application of airborne
photography, which blossomed during the first half of
the twentieth century into the systematic coverage of en-
tire countries for cartographic purposes. The Apollo,
Gemini, and Skylab flights dramatically increased the
area that could be covered in a single picture, while the
introduction in the late fifties of the multispectral scan-
ner and of sideways-looking radar extended pictorial
data collection to the invisible portions of the elec-
tromagnetic spectrum.

Satellite image acquisition

The systematic application of remote sensing and
digital image processing to geographic analysis began
with the launching of the ERTS-A earth resources
satellite, the first of the Landsat series currently in orbit.
(The resolution of the Nimbus, Tyros, and ITOS
meteorological satellites was too low for most geographic
purposes.) ERTS-A, subsequently renamed Landsat 1,
was preceded by five years of intense planning led by
NASA. Responsibility for satellite operation and image
acquisition and distribution is gradually being trans-
ferred to the National Oceanic and Atmospheric Agency
of the Department of Commerce, with NASA retaining
major responsibility for advanced development and
research. Currently, Landsat products may be obtained
(for a fee) from the Earth Resources Observation
System-EROS-Data Center of the US Geological
Survey. Private ownership and operation of the US pro-

gram, under federal government regulation, is the
ultimate objective.

Landsat 3, the more recently launched of the two cur-
rently operational earth resources satellites, is in a near-
polar, sun-synchronous orbit-that is, it revisits each
location when the sun is at about the same angle-at a
mean altitude of 920 kilometers. It circles the earth every
103 minutes, and returns to the same orbit every 18 days.
With two satellites, therefore, repetitive coverage every
nine days is obtainable, in principle. The position and at-
titude of the satellite are tracked continuously; this track-
ing data is the input for the registration procedure used
to find the approximate location of the satellite images.
The location of selected scenes can then be determined
more precisely by matching portions of the images to
stored images whose locations are known.

The current Landsats have two independent image ac-
quisition systems. One is provided by a four- or five-
channel multispectral radiometer-MSS-and two or
three panchromatic return-beam vidicon-RBV-
cameras. The multispectral scanners use an oscillating
mirror to obtain six rows of 3240 samples,.at sampling in-
tervals of 9.94 milliseconds, on each mirror sweep. The
motion of the satellite produces a frame consisting of
2400 scan lines. A single MSS frame represents a 185 x
170-kilometer area on the surface of the earth. The inten-
sity of radiation is quantized in 64 intervals, correspond-
ing to one 6-bit byte. Each four-band picture thus re-
quires about 30,000,000 bytes, with each one-byte pixel
corresponding to a 57 x 80-meter area. The spectral win-
dows are in the 0.5 to 1.1-micrometer range, with two
bands in the visible region and two in the near-infrared.
The fifth channel on Landsat 3 is in the thermal-infrared
region of 10.4 to 12.6 micrometers. The spectral channels
were selected to correspond to transparent windows of
the atmosphere, which are also useful for characterizing
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land cover types for various applications. The MSS on
Landsat 3 ceased operation in 1981.
The format of the Landsat 3 return-beam vidicons is

5375 x 4125 pixels. The two cameras each view a 99 x
99-kilometer segment of the earth, called a subscene.
Four subscences are combined to form a scene approx-
imately as big as a single MSS frame. One RBV picture
element corresponds to a 19 x 19-meter area on earth.
The image information is either transmitted directly to

earth (many countries, most recently the People's
Republic of China, are considering or already operating
ground receiving stations) or, when the satellite is out of
range of the ground receiver, stored on board on
magnetic tape for subsequent transmission. On-board
storage has proved unreliable and will be obviated when
the Tracking and Data Relay Satellite System is installed.
Each geosynchronous TDRSS satellite will have very
high bandwidth (up to 300 megabits/second) trans-
ponders and will relay the Landsat data to a single station
at White Sands, N.M. From White Sands, the data will
be retransmitted to Goddard via Domsat and, after pre-
processing at Goddard, transmitted via Domsat to the
EROS Data Center for product generation and
archiving.

Landsat image processing, archiving, and
distribution

The combined Goddard and EROS facilities for pro-
cessing Landsat data must surely be the largest-or at
least the highest-volume-civilian image processing
facility in existence. During the 1980 fiscal year, for ex-
ample, about 26,000 Landsat scenes were received and
processed at the EROS Data Center. The sales volume in
fiscal 1980 was $2,400,000-128,000 scenes were sold in
photographic form (down from a 1976 peak of 297,000
frames) and about 4100 scenes in digital form. The
federal government accounted for 26 percent of the pur-
chases, 3 percent were sold to state/local government, 25
percent to industrial users, 9 percent to academic users, 4
percent to individuals, and a startling 42 percent to non-
US customers.
The MSS and RBV images received from Landsat are

system-corrected at the NASA/Goddard Image Process-
ing Facility. Radiometric correction removes sensor and
digitizer anomalies. Geometric correction is necessary to
compensate for satellite attitude changes, slewing in-
troduced by satellite motion during each scan, and the ef-
fects of the angle subtended by the satellite's field of
view. The characteristics of the corrected images are
given in the Landsat Data User's Handbook.' The im-
ages are resampled to a Hotine Oblique Mercator projec-
tion. (Resampling means that the gray value assigned to
each point in the target image is a function-usually a
weighted average-of the points corresponding to the
target point in the source image.) The resampled MSS
frames contain 3548 x 2983 pixels, while the resampled
RBV subscenes contain 5322 x 5322 pixels.
The standard error in the system-corrected data is

about 160 meters in each direction. Linear least-square
analysis indicates that using linear correction factors to

remove certain errors in scale, earth rotation effect, and
aspect ratio could reduce the standard error to 50 meters
(less than one pixel), which would meet the National Map
Standards for 1:250,000 scale. The current products are
within the required accuracy for 1:1,000,000 scale.
Haze removal, an optional process, compensates for

atmospheric scatter. Another optional process, contrast
stretching, allows the use of the full dynamic range of the
system for low-contrast images. Edge enhancement,
which exaggerates the difference between a given pixel
and a user-specified neighborhood (kernel), is also
available. Users who prefer to avoid the loss of
discrimination due to resampling may request only
radiometrically corrected data; this results in some loss in
positional accuracy.

In summary, the systematic "bulk" correction of all
Landsat image data takes place at the NASA/Goddard
Image Processing Facility. IPF receives ephemeris data
from the tracking stations, including postion, pitch, yaw,
and altitude as a function of time. The data from the
satellite itself contains radiometric and calibration data:
readings from the MSS calibration wedges, RBV calibra-
tion lamp readings, and reseau marks from the RBV vidi-
cons. This information is compiled with prelaunch
calibration measurements, characteristics of the
transmission channels, and cartographic constants
describing the geoid to allow precise reconstruction of
each scene. Both fully corrected images and partially cor-
rected images accompanied by the necessary correction
factors are recorded on high-density (20,000-bpi)
magnetic tape and transmitted to the EROS data center
in Sioux Falls.
At the EROS Image Data Processing Facility the data

is archived on high-density tapes. Archival data is
generated at a rate roughly corresponding to the output
of 200,000 keypunch operators working day and night.
The image data is distributed on request in the form of
either high-resolution (laser-recorded) photographic
products or as standard digital computer tapes. A digital
browse file of selected catalog information is also
available through dial-up terminals via Telenet. Special
processing of both film and digital data is undertaken at
user request on one of the three major image-processing
computer systems. User training is available through
special workshops designed to meet particular needs.

Landsat and geographical analysis

The availability of Landsat image data has brought
about major changes in geographical analysis. While
pilot studies in the mid-sixties attempted to demonstrate
what can be done with image data alone, it has become
increasingly clear that most important applications re-
quire the combination of image data with many other
sources of geographical information. Some pictorial in-
formation systems consider pictures as data base
elements. Yet picture content is inaccessible (although
preprocessing may have extracted descriptors from the
content). Pictorial information processing that deals
with the content of images seems more appropriate for
most Landsat applications.
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A primary advantage of Landsat coverage is the ability
to quickly obtain time-varying information about large
areas. Examples include sea ice, snow cover distribution
for predicting water availability, changes in vegetative
cover, urban spread, water quality, and shoreline ero-
sion. Equally important is cartographic input for de-
tailed mapping of the large areas of the globe hitherto
mapped only at larger scales. Secondary indicators per-
mit drawing conclusions about demographic factors,
wildlife population, agricultural practices, and land
management. For all of these applications a crucial ingre-
dient is the combination of satellite image data with
aerial photography, census data, existing maps, small-
sample data, and so on. This generally requires transfor-
mation of the various forms of data into a compatible
format and extraction of the significant items.
The resolution of the satellite image is constrained not

by any inherent limitation in the instrumentation but by
the immense volume of data in even relatively small areas
of the image. Because of the large amounts of data, the
efficiency of the transformation and data processing
algorithms is a paramount consideration. Another re-
quirement introduced by the sheer mass of the data is
built-in checking and verification procedures to reduce
the adverse effects of noise, artifacts, and inconsistencies
of various sorts. It is simply not feasible to visually in-
spect and manually correct the images on a pixel-by-pixel
basis. Geographic analysis may, in fact, be viewed
primarily as a data-reduction process; a vast amount of
data is reduced to a few elements that can be assimilated
by human decision-makers. At the same time, there is an
increasingly wide range of applications of image process-
ing technology to geographic analysis. Systems originally
designed to do pattern recognition and image manipula-
tion are being expanded to perform the full gamut of
operations needed for data integration and spatial analy-
sis. As with any new technology, there are technical,
economic, and conceptual barriers to wider use.
Two particular problems are worthy of a concentrated

examination here: first, the need for algorithms to enable
or simplify the basic operations of geographic analysis,
and second, the complexity of applications in terms of
the sequence of operations performed. In the projects
described below, we attempt to illustrate this complexity
by simply listing the major steps-without much ex-
planation or detail. The letter codes next to each step in-
dicate that one or more of the following aspects are
significant in that step:

* A-algorithmic problems,
* C-high computational expense,
* G-vector or polygon data structure,
* M-manual operations,
* R-raster data structure, and
* T-tabular data structure.

Editing and validation steps-generally ignored below-
are, of course, significant to real data handling.

Desert conservation. As part of the planning activity
for the 25-million-acre California Desert Conservation
Area, the Bureau of Land Management needed a survey
of vegetation and animal forage in a form that could be

integrated with other elements of the plan. Multispectral
classification of Landsat imagery was chosen as the best
means of obtaining this survey, considering time and
money constraints. The goal was to integrate digital ter-
rain data, such as elevation, slope, and aspect, that have
a strong effect on vegetation, with ground information
from maps, surveys, and photointerpretation to aid in
classification. The output was required in 10 x 1°
quadrangles in Lambert Conformal Conic projection
and in tabular form, categorized by grazing allotments,
land ownership, and other types of boundaries.
The procedure for vegetation and forage classification

consisted of 24 major steps:

1. Obtain Landsat raw data (10 frames).
2. Obtain map control points from conventional

maps (M).
3. Convert the-map coordinates to Lambert Con-

formal Conic grid (G).
4. Find the coordinates in the Landsat frames (G).
5. Find edge-match control points for all overlap-

ping Landsat frames (A, C, R).
6. Adjust edge-match control points according to a

distortion model determined by the map control
points (A, G).

7. Perform geometric correction and map projec-
tion of the Landsat frames according to the con-
trol points (A, C, R).

8. Perform brightness adjustment of the Landsat
frames according to differences noted in the edge-
matching control points (C, R).

9. Trim edges of the Landsat frames to remove bad
data (R).

10. Mosaic the 10 frames together to obtain a single,
large 7400 x 7500 image (C, R).

11. Repeat steps 7-10 for three more spectral bands of
Landsat.

12. Section Landsat mosaic into 10 quadranges (A,
R, G).

13. Perform geometric correction on digital terrain
file to obtain 10 quadrangles in the same grid map
projection (A, C, R).

14. Classify land cover by unsupervised initial
clustering (1993 clusters) with supervised pooling
(25 final classes) by a discipline scientist (A, C, T).

15. Test the statistics on 12 areas of 400,000 acres
each (R, G, M, T). Refine the statistics (M, T).

16. Extend the classification to the entire California
Desert Conservation Area (A, C, R).

17. Coordinate digitize various boundary files such as
land ownership (G).

18. Change the digitizer coordinates to Lambert Con-
formal Conic grid (G).

19. Change the boundary file from vector to raster
format (A, C, R, G).

20. Identify the polygons determined by the boun-
daries (A, C, R).

21. Perform polygon overlay of classification files
with boundary files (A, C, R, T). This yields a
table of acreages of classes per district or parcel
(T).

22. Perform data management operations such as
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Figure 1. California desert mosaic of 12 Landsat scenes.
The image size is 7400 X 7500 for each spectral band. The Figure 2. One degree quadrangle extracted from the desert
near-infrared band is shown here. mosaic with grazing allotments superimposed.

sort, merge, merge correlate, aggregate, and The procedure for the health impact interpretation
cross-tabulate on the results of polygon overlays consisted of 14 major steps:

(T). I. Find control noints in boundary files (M).
23. Report the tables by printer listing or magnetic

tape (T).
24. Report the image products by photographic im-

age playback or magnetic tape (R).

The results of the California Desert Task were used as a
primary input to the Desert Master Plan for range forage
allocation for livestock and wild burros. The work was
performed within a two-year deadline, primarily in
digital format to facilitate 10-year updates mandated by
Congress. Details of the work and utilization of the
results can be found in McLeod and Johnson2 and in the
Bureau of Land Management's report,3 respectively.
Figure I shows the California desert mosaic with two ad-
ditional Landsat frames added. Figure 2 shows a 1°
quadrangle with grazing allotments superimposed
digitally. Figure 3 illustrates the tabulation of biomass by
grazing allotment.

Air pollution study. Several agencies in the Portland,
Oregon, area have been working under the general coor-
dination of the Pacific Northwest Regional Commission
to determine the utility of Landsat digital images for ur-
ban applications. A map of land use from Landsat was
prepared at the USGS EROS Data Center, with
assistance from the NASA Ames Research Center. The
application described here used the map to allocate
population from the 1973 census update to traffic zones
and two-kilometer grid cells. The grid-cell population
was combined with air pollution data from the Oregon
Department of Environment Quality to obtain a health
impact map.
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2. Find the same control points in the Landsat image
(G).

3. Calculate a distortion surface from the control
points (A, G).

Figure 3. Partial tabulation of biomass for analysis of grazing capacity.
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Figure 4. Land use map of Portland, Oregon, derived from Landsat data
by digital classification with census-tract boundaries superimposed.
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Figure 5. Partial tabulation of health effect of air pollution of two-kilo-
meter grid cell. This is a function of population and air pollution.

4. Geometrically correct the boundary files accord-
ing to the distortion surface (G).

5. Change the boundary file from vector to raster
format (A, C, R, G).

6. Identify the polygons determined by the boun-
daries (A, C, R).

7. Perform polygon overlay of classification files
with boundary files (A, C, R, T). This yields a
table of acreage of classes per zone or cell (T).

8. Rearrange the table of acreages and produce a
printed report (T).

9. Perform polygon overlay of the census tracts with
the grid cells taking the sum of residential pixels in
each intersection (A, C, R, T).

10. Merge the population data according to census
tract keys (T).

11. Disaggregate the population data over the tract-
cell intersections in proportion to the sum of
residential pixels (T).

12. Reaggregate the population data by grid cell (T).
13. Multiply population per grid cell by pollution per

grid cell to obtain a tabulation of health effect
and produce a printed report (T).

14. Inject the health-effect tabular values into the
grid-cell image to give a choroplethic map of
health effect (R, T).

The Portland agencies can now combine these results
with new data sets produced from the grid pollution
model to calculate health effect on 1973 population. It is
also easy to use census updates or projections to obtain
health effects at a desired date. Parenthetically, census
updates and projections are rather hard to do, but are
undertaken by the Bureau of the Census and other agen-
cies. Details are given in Bryant et al.4 Figure 4 shows the
land use map derived from Landsat with political boun-
daries overlaid. Figure 5 is a partial tabulation of health
effect by grid cell. Figure 6 is the map of health effect by
grid cell.

Figure 6. Choroplethic map of health effect by grid cell generated from
the tabulation.

Urban expansion delineation. The Geography Division
of the US Bureau of the Census was interested in the ur-

ban growth of the Orlando, Florida, region during
1970-1975. Since Landsat I was not placed into orbit un-

til 1972, this study had to compare a 1975 land cover map

derived from Landsat to a 1970 base constructed from
the decennial census.

The procedure for assessing urban expansion consisted
of 16 major steps:

1-6. Same as Portland case (above).
7. Count the pixels in each polygon to produce a

table of areas (R, T).
8. Merge the census population data into the table

of areas according to census track keys (T).
9. Divide population by area and use 1000 people

per square mile as a threshold for urban/non-
urban (T).

10. Inject the urban/non-urban values into the cen-

sus track image to give a choroplethic map (R,T).
11. Use classification to extract basic land cover

from the 1975 Landsat (A, C, R, G, T, M).
12. Use an image cell-value translation routine to
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convert the classes to urban/non-urban (R).
13. Use polygon overlay to produce tables of

urban/non-urban land use by census tract (A, C,
R, T).

14. Merge the tables according to census-tract key to
produce a single table comparing urban growth
by census tract for 1970-1975 (T).

15. Digitally overlay the census tract boundaries on
the two urban area images to produce maps (R).

16. Use an image arithmetic combination routine to
produce a change map (A, R).

It is interesting to note that Landsat data forms an
historical archive over large areas of the earth dating
back to 1972. Here, the status of an area in 1975 was
retrieved. For a report, see Friedman and Angelici.5
Figure 7 shoiws the map of urban change, 1970-1975.

Solar power study. Our final example, a rooftop inven-
tory for photovoltaic potential in California's West San
Fernando Valley, consisted of 14 major steps:

1-6. Same as steps 1-6 of the Portland case using
power station district boundaries.

7. Use classification to extract land cover from
Landsat (A, C, G, R, T, M).

8. Correlate sample data from aerial photographs
to estimate percentage of available rooftop in
each land use class (G, M).

9. Perform polygon overlay to determine areas of
land use per power station district (A, C, R, T).

10. Merge correlate power-station-district electricity
use data into the land use table (T).

11. Convert land use area to rooftop area using roof-
top percentages from step 8 (T).

12. Convert rooftop area to electric generation
capacity using known characteristics of photo-
voltaic arrays and assuming 50 percent utiliza-
tion of rooftop (T).

13. Compare with power-station-district electricity
use and produce printed report (T).

14. Inject the potential photovoltaic generating
capacity (as percentages) into the power district
image to produce a choroplethic map (R, T).

Engineers may tell us the characteristics of a single
rooftop silicon array, but it is the geographer's task to
provide data on widespread use. This study has shown
that a surprising amount of the power needed by a subur-
ban area can be provided by rooftop generation. Details
are described by Angilici and Bryant.6 Figure 8 shows
part of the tabulation of rooftop photovoltaic generating
capacity.

Structuring the data

All of these projects used Landsat data to derive a land
use base for analyses of various kinds. Although a land
use base could be in vector mode (as are the USGS
LUDA files, for example), the use of remotely sensed
digital data seems to foster a raster mode of operation.
The 50 to 80-meter cell size is also necessitated by Land-
sat. In some ways, particularly in the remote sensing

field, Landsat is a driving force behind technology
developments. In other ways, Landsat processing must
adapt to conventions developed in preexisting applica-
tions areas. One trend, exemplified by the California
desert study, is to convert Landsat data to a standard
map projection. Another trend is data integration,
especially the linking of Landsat-derived data with the
other major data bases at the regional, state, and na-
tional levels. The kinds of analyses that result from data
integration are demonstrated in the projects described

Figure 7. Final map of urban change for Orlando, Florida, derived from
census data and Landsat data.

Figure 8. Partial tabulation of rooftop photovoltaic generating capacity. Par-
ticular months and particular power substation districts are analyzed.
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above. All four of the projects use the polygon overlay
operation to yield tabulations of spatial data. Perhaps
the most interesting of these cases was the use of Landsat
data to allocate population in Portland when everyone
knows a satellite cannot count people.
The previous section has given a taste of the richness of

data structures (R, G, and T codes) and prevalence of
algorithmic problems (A and C codes). What can be said
about the impact of research in mathematics, image
processing, and computational geometry on the develop-
ment of remote sensing information systems? With
regard to data structures, the constraints have been the
underlying structure of the great data bases (Landsat,
Census, etc.) and the pressure to get applications com-
pleted on schedule. The former has prohibited unifica-
tion of data structures (for example, conversion of all
data types to vectors). The latter has prohibited adoption
of complex data structures (quad trees, strip trees, LCF
trees, etc.) because excessive programming, data editing,
and data conversion costs would be required.
Two basic characteristics of geographic data structures

should be explained here. The first is the concept of
spatial registration. This can be achieved either by co-
location, where predictable elements of the data struc-
ture correspond to the same point on the ground, or by
mapping, where a formula relates the data structure
elements to a geographic coordinate system. The second
is the dual file structure. Geographic files have a spatial
part which contains points, lines, or areas, together with
identifiers. A separate file contains additional non-
spatial information also keyed by identifier. An example
is the Census DIME file.

Research on geometric algorithms has been a source of
inspiration for geographic information systems, but a
major limiting factor has been the need to retain conven-
tional data structures, as outlined in the previous
paragraph. Three related problems are of major concern.

First, most of the theoretical work has aimed at accept-
able worst-case performance, whereas good expected
performance or even the development of unpredictable
heuristic methods would seem appropriate for economic
reasons. McLemore and Zobrist' describe a heuristic for
coloring a map in four colors with no two adjacent
regions the same color, with a worst case of O(n2) (if it
fails to work, then it also reports that in O(n2) time).
Manacher and Zobrist8 describe a method for tri-
angulating a point set in shortest-edge-first fashion
which has a worst case of O(n3) but which uses a tech-
nique that obtains O(n2) average case behavior (proof not
published).
A second problem arises when algorithms are based on

complex data structures that impose unrealistic con-
straints on data capture or editing. For example, many
data bases have files of polygons which are intended to
partition an area but actually overlap or underlap each
other. This topological imperfection rules out many
algorithms for polygon processing.
The third problem is numerical accuracy (quantization

effects) in performance of elementary steps of an
algorithm. An example is the oft-advocated method for
determining whether a point is inside a polygon: drop a
perpendicular from the point and count crossings of the

polygon boundary. An odd count implies that the point
is inside. The problem is that the perpendicular may be
tangent or end-intersecting to an edge in the polygon,
thereby producing an error. Furthermore, this problem is
spatially ill-conditioned because the regions of error can
be arbitrarily far from the polygon boundary.

Based on present successes and expected advances in
remote sensing from space and in communication, data
storage, and data processing technologies, the next 30
years hold an exciting promise: no less than a complete
inventory of the world's major resources. Assessment of
food and fiber crops, forage biomass, forests, wetlands,
coastline, urban development, growth of deserts, water
resources, minerals, soils, oceans, weather, and climate
will all be affected by this vast enterprise. The inventory
process will not be a simple operation of pixel counting
from remotely sensed data. Instead, the methods and
models in present use by discipline scientists will be
enhanced by the incorporation of remotely sensed data
sets and rendered more efficient by the computerized
techniques of geographic analysis now being
developed. U
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