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Abstract

Many documentrepresentationare in use. Each representatiorexplicitly encodesdifferent aspectsof a
document. External documentrepresentationssing standardfile formats (such as JPEG, postscript, HTML,
LaTeX), are usedto communicatedocument-datdetweenprograms. Internal documentrepresentationsire used
within document analysis or document productoftware,to storeintermediateresultsin the transformatiorfrom
the input to output documentrepresentation.Thesedocumentrepresentationgre centralto defining and solving
document analysis problems. Issues that can be investigatede defining equivalenceof documentsand distance
between documents, mathematically characterizing the mapping between document represehtatiotesjzinghe
external information needdd carry out thesemappings,and characterizinghe differencesbetweenthe forward and
inverse mappings that occur during document analysis and document production. From ouriowngsiiggtionof
these issues, we present a summary of internal docusmesentationasedin the table-recognitiorliterature,and
case studies of external document representations in the domains of circuit diagrams and text documents.

1. Introduction

Documentprocessingsystemsusea variety of documentrepresentations.This is true both for systemsthat
analyze documents and systems that produce documents. Theigpdbcumentanalysissystemis an appearance-
oriented representation (typically a bitmap), andabputis a more explicit representatiomf the information that
is supposed to be conveyed by the document (using a domain-specifficrfilg suchas LaTeX for mathematicor
PSpiceschematicdor circuits). Documentproductionsystemsperform a translationin the other direction. In
addition to these external documentrepresentationswhich are stored in files, document-processingoftware
commonly usesadditional,intermediatedocumentrepresentationto bridge the gap betweenthe input and output
representations. We call theeternal document representations.

1.1 Issues

An understandin@f documentrepresentations fundamentato documentimageanalysis.Issuesthat canbe
investigated include the following.

 Defineequivalenceof documents, andistancebetweendocumentsfor a variety of documentrepresentations.
This allows a formal problem statementfor documentanalysisand documentproduction:the input is a
documentin onerepresentationandthe output is an equivalentdocumentin a different representation. An



error metric is provided by the distancebetweenthe ideal and actual output files. As discussedbelow,
similarity measuresredifficult to define. The worth of a similarity metric can be assessedtasedon its
utility for a given task, or by measuring its fidelity to human behavior [Resn99].

» Mathematically characterize the mappings between document representations. Are the mappings @re-to-one
one-to-many? Are they invertible? If the mappings are not invertible, characterize the information that is lost.
We are consideringtwo approacheso mathematicallycharacterizerepresentations(1l) a communications
perspective, using an information-theoretic characterization, and (2) a compiler perspsaiygrammatical
techniques.

» Characterizethe amount and type of externalinformation that is neededin orderto transform from one
document representation to another. This provides one measure of the complexity of the mapping.

» Characterize the differences between the forward and inverse mappings that occur during dotalysesand
document production. Document analysis must address issues of noise and uncertainty, but theseassues
little concernduring documentproduction.On the other hand,documentproduction must addressssuesof
readabilityand aestheticsandtheseissuesare of little concernduring documentanalysis. Thus, there are
significant differences between the external information (the domadel)that is usedin documentanalysis
softwarecomparedo documentproductionsoftware. As a result, therecan be significant differencesin the
internal document representations that are used.

» Characterize the generality versus domain-specificity of a document representatidimap is very general:
the same file type can represent images from any document domain. RepresentatiaasaleX or Spice
are more domain-specific.

A variety of factors make theseissuesdifficult to investigate. One problemis that documentanalysisalways
involves interpretation. The humanreader(or computersoftware)interpretsthne documentin light of his/her/its
goals, beliefs,and judgment. Variationsin terminology also causedifficulty. Terms such as layout, context,
abstraction syntaxand semanticsare widely used,but the meaningof thesetermsis not standardizedso their use
easily leadsto disagreementand confusion. The greatvariety of documentsand documentnotations further
complicates the investigation.

Complex problemsarisein attemptingto define documentequivalence. Incompatibilities can result from
subtle differencesin assumptionghat underliethe datarepresentation. For example,the Geographicinformation
SystemsARC/INFO and Mapinfo differ in their definition of a region (polygon) object[Gahe99]. A polygon in
ARC/INFO is defined as part of a coverage (assuring topologiasiire,boundary-coincidencbetweenneighboring
objects, and absence of overlap of objatgriors), whereasa polygonin Maplnfo hasno suchconstraints(objects
may overlap, and common boundaries areracbgnized) Gahegarconcludeghat an exchanggormat basedaround
geometryand associatedttributesis not sufficiently rich to supportinformeduseof data. The geographicmodel
must be includedbecauseof subtle differencesin the meaningof datathat are not apparenwhen consideringtheir
geometryalone.In moving datafrom one GIS to another,mismatchesn the underlying data models could be
reported as warnings to the user.

Distance between documentsaisleastas difficult to define as equivalenceof documents. Distancemeasures
usedin documentimage analysisinclude edit distance]KNRN95, PhCh99], Hamming distance,and Hausdorff
metric. These distance measures are primarily aimed at characterizing the anmoise of recognitionerror. For
evaluation of document production systems, distance measures must reflect aesthetis vgsllesFor example,a
circuit diagramcan be transformedto two documentimages,one with a readablelayout and the other with a



spaghetti-like layout. These two document images both correctly depict the structure of the circuit diagtiasy,
differ markedlyin their "aestheticappeal”. Aestheticcriteria usedfor graphlayout could provide a starting point.
These include minimizing edge crossings, minimizing drawing areapctratio of the drawing, minimizing total
edge length or maximum edge length or variance of edge length, minimizingrtieerof edgebends,maximizing
the smallest angle between two edges incident on the same vertex, and displaying symmetry [DETT99].

1.2 Levels of Representation

Many publications about Document Image Analysis describe levels of document representaticare &lfew
examples. Srihari representpostal addresseat the imagelevel, featurelevel, characterevel, word level, phrase
level, sentence level, paragraph level, and document level [Srih93]. Sennhauser's blackboard sesteamddysis
contains hypotheses at the page, block, chunk, and symbol level [Senn94]. Vaidi€mnbreuseone level for
each phase in engineering drawing analysis: lines and blocks, shafts, symmetric entities, functior{&leSei0gk
Maderlechner antlayer define a four-level modelfor maps,consistingof levels for image,imagegraph,graphics
and text, and semanticobjects[MaMa94]. Du et al. discussa contextualarchitecture for handling contextual
constraintsin a uniform way while performing pattern recognition tasks that require intermediate levels of
abstraction [DDLA97].

Many authors(including ourselves)have used the phraselevels of abstractionto refer to theseinternal
documentrepresentations.However,it is difficult to define what abstractionmeansin the context of document
representations. One of the traditional definitionalidtractionis as follows.

Abstraction (from ab: awayfrom, and trahere to pull) withdrawing or removing some aspectof an
object or exemplar, to focus on the rest.

Using this definition, a bitmap image of mathematical notatiamis‘less abstract’than the correspondind.aTeX
file. Each of these representations contains information that is not pregbetother. Both canbe thoughtof as
abstractions of arent Documentwhich contains complete informati@boutthe document;jncluding appearance,
structure,and interpretation. (Unambiguouslydefining the Parent Documentis difficult becausethe mapping
between bitmap and LaTeX is not one to one. A given bitmap corresponds to many LaTeX files, and.@lgXen
file corresponds to many bitmap files.) We avoid the t@stractionin the rest othis documentsincewe arenot
able to define it satisfactorily. For the futuexaminationof the well-establishederm abstractdata type may help
establish aefinition. The definition shouldprovide a clearbasisfor testingthe relative abstractionlevels of two
document representations, witie answerthat both are at the samelevel, or that oneis at a lower level thanthe
other, or that the ranking is undefined.

The use of intermediate levels of representation is widespread in all tyjpeagefanalysis,not just document
image analysis. For example, satellite images are treated at the raw pixel level, twddgatsifeegmentationand
clustering/classification)and semanticlevel, in [BeCL97]. Truvé describesan approachto computationalvision
which is based on multiple levels of interpretatiofransitionsfrom one level to anotherusethreestagesparsing
(which assignslabels to featuresand groups of features), interpreting, and pruning [Truv90]. Levels of
representatiomre also usedin documentproductionsystems. For example,elevenpassedor producingmusic
notation are described in [BIHa94]; each of these passes produces an intermediate representation.

In studying documentrepresentationsywe can focus on internal representationgSection 2) or external
representation§Section3). Internaldocumentrepresentationare describedin publications,but it is difficult to
collect sampledocumentghat usetheserepresentations.In the caseof externaldocumentrepresentationssample
documentsare readily available. However,datamust be interpretedcautiously, becausea given file format may



allow a variety ofdatato be stored. For example,a postscriptfile typically containssymbol information suchas
“character ‘A’ at (x, y)” and “line of thickness B with endpoints (x1, y1) and (x2, y2)". However, a postscrigafile
also directly include bitmap images. Section 3 has further discussion of the study iof éifesffort to characterize
external document representations.

2. Internal Document Representations

As described in the literaturexisting systemsfor documentrecognitionand documentproductionusea great
variety of data structures and computational techniques. In many tasesntrol structureof a documentanalysis
system does not provide a clear reflectionhaf level-orientedanguagedefinition that is guiding analysis. Rather,
the control structurereflectsthe fact that documentanalysisinvolves many shifts of attentionfrom one level of
representation to another. For example, contextual information at onenlayguide analysisdecisionsat another
level. Or, the presenceof certainconfigurationsat one level may causethe formation of analysishypothesesat
another level.Partsof the documentmay be fully recognizedat a time when other partshavebeenonly partially
recognized. Our goal is to characterizehe levels of representatiomisedin a variety of documentdomains,with
minimal dependencen the detailsof particularsystemsfor recognizingor producingdocuments. We begin with
tables and table-recognition systems.

Table1 introducesa model of documentstructure[ZaBCO03]. This model has beenuseful in analyzingthe
table-recognitionliterature, and can perhapsbe adaptedto other document-recognitioror document-production
domains. In Table 1, each level in the document structure is characterizegtnf abjects,whereeachobjecthas
four inter-related types of content, which describe the logical structure and physical structure of a document.

Logical Structure
» Object Type: type of data represented by the object, references between objects

« Object Syntax: composition of objects to form this object; spatial relations among objects.

Physical Structure
* Object Geometry: location of objects

» Object Formatting: formatting attributes and spacing of objects.
For a related discussion, see [Hand99]. In using Table 1 for desdtilgimaple-recognitiorliterature,the Primitive
Region level consistsof four types of objects: Table, Block, Cell and Cell Content. Columns and rows are
considered to be different types of Block object [ZaBCO03].

A goal of the model in Table 1 is to characterize levels of representation, independently of thdloantrbla
particular document processing system. If levels of representation ctiarbeterizedndependentlyof control flow,
then levelscanbe usedto preciselydefinethe task that shouldbe accomplishecby documentprocessingsoftware.
There already are various models of levels which integ@térol flow into the model. For example,Maderlechner
and Mayer usesfour levelsin a modelof large-scalenaps[MaMa94]. The four levels are image, image graph,
graphics and text, and semantic objediEachlevel consistsof objects,operationgo be performedon the objects,
andrelationsbetweenthe objects. In addition, someoperationsand relations cross betweenlevels. The control
strategy contains a mixture of top-down and bottom-up operations.



Table 1 Levels of Representatio

n in Documents

Object type \

Object Syntax \

Object Geometry|

Object Formatting

Pixel map or Character Map
(e.g. Character Maps are used for
email documents)

Data Array level
Matrix of pixel or character values.
A pixel-map object is composed of
pixel sub-objects.

Polygon describing
shape of the pixel-
map or character-
map object.

None.

Connected component, labeled w
character or symbol class

Primitive level
Set of adjacent data array cells. E
a connected component of pixels,
a connected set of delimiter
characters in an email document.

Polygon (possibly
with holes)
describing shape o
object.

Font and symbol
attributes (e.g. font
family, font size,
style, colour; line
thickness)

Lexical object types include
number, right-arrow, dotted line

Lexical level
The lexical object is a compositior]
of one or more primitives (.es, '-
>', dotted lines)

Polygon or
parametric shape.

Spacing of primitives
Font and symbol
attributes (e.g. family
size, style, colour)

Primitive Region types include
line, paragraph, block of text,

table, math expression, image,
chart, vector drawing.

References within, outside region

Primitive Region leve
Composition of lexical objects ang
primitive regions into a primitive
region (such as a paragraph of tex
or a table).
Spatial relations on lexical objectg
and primitive regions.

I
Polygon or
parametric shape.

Spacing of lexical
objects and primitive
regions.

Functional Region types include
figure, table and associated text,
section heading, section, offset
image.

References between primitive
regions.

Functional Region lev
Composition of functional and
primitive regions into a functional
region (defining the reading order
these regions).

Spatial relations on primitive and
functional regions.

el
Polygon or
parametric shape.

Spacing of primitive
and functional
regions.

Page types include title page, boc
page.

References between functional
regions.

Page level
Composition of functional regions
into a page (defining the reading
order of functional regions).

Spatial relations on functional
regions.

Polygon or
parametric shape.

Spacing of functional
regions.

Document level
Document types include technical Set of pages. None None
article, book. Page ordering.
References between pages
Corpus level
Corpus type (e.g. table recogniti¢ Set of documents. None None

literature).

References between documents.

Document ordering (e.g.
alphabetical by title)

Criteria are needed for evaluating a proposed characterization of levels. The model inhEesgeotenuseful
in summarizing the table-recognition literature, busitlifficult to formally justify the correctnes®r effectiveness
of a modelsuchasthis. An openquestionis whetherthe levels definedin Table 1 (or someothersetof levels)
could beusedto describeboth documentanalysisand documentproduction. For example,a systemfor producing
music notation [BIHa94] uses internal document representations that do not correspond wédhMlsine Table 1.
Perhaps new, better software for producing masiation could be written, using levels suchasthosein Table 1.



However, productionof music notation involves complex decisions(choose stem directions, choose beaming
boundaries, determine note spacing) that do not arismalysisof music notation. Conversely,analysisof music
notationinvolves complexissues(dealingwith noise, segmentingoverlappingsymbols) which do not arisein
productionof music notation. Therefore,it is an openquestionwhetherthe samelevels of representatiorcan or
should be used for both document analysis and document production.

3. External Document Representations

External document representations use standardizddfifeatssuchas JPEG, postscript, HTML, LaTeX, and
PSpiceschematic. Files arereadily-availableartifacts,which can be usedto study documentrepresentationsThe
existenceof differentkinds of files to representessentiallythe sameinformation in different forms is a visible
manifestation of “levels of representation”. One of our goals is to characterize or define the diffeedneesthese
levels. Meaningis not an intrinsigoropertyof a documentbut somethingthat dependson the programor human
reading the document. Thus, a LaTeX file does not intrinsically have meaaingthan the postscriptfile derived
from it, but it is obvious that different tools are required to extract that meaning from the two files.

We proposeto studythe useof externaldocumentrepresentationn practical situations, characterizingthe
guantity and type of data that is stored. Care must be taken to allow for the variety of datatibataeuusing a
given file format. For example,a postscriptfile caninclude bitmap imageswithin it. Thus, a programthat
translatedrom JPEGto postscriptcould be merely repackagingthe samepixel data, or it could be performing
character and line recognition.

3.1 Units of Information

We propose to gather statistics about files useside sampledocuments. For a math documentthesefiles
might include a bitmap file, a postscript file, a LaTeX file and a Maple file. Each file contate®f information,
where a unit can be an object, a relationship between other units, or a parameter (with a scope inklichttiger
units are affected). Each unit is explicitly representeddayiebits in the file. Implicit relationshipsdo not count
as units. For example, a bitmap file could be characterized as containing units that are objects (pixeits) thadl
are parameterg'numberof rows", "numberof columns","numberof bits of colour"). Implicit relationsbetween
pixels ("this pixel is a neighbor of that pixel”) do not count as units. Clearly, a lot of variability will octhese
measurements. For example, the number of pixels in a bitmap depends greatly on the spatial resolutiworkMuch
will be required to define and measure the units of informatioa feal document. Spice Schematicsfor instance,
generateabout half a dozenfiles, some ASCIl and some binary, for even the simplest circuit. Preliminary

measurements are discussed in the case studies below.

3.2 Obtaining Files Representing a Document

Thefirst stepin studyinga sampledocuments to collect files that contain different representationsf the
document. At least two methods can be used. The first method begirsseghnedilocumentimage, andapplies
documentimage analysissoftwareto producefiles that more explicitly encodethe information content of the
document. The secondmethodbeginswith manualentry of the information contentof a document;document
production software isisedto producefiles that explicitly encodedocumentappearancée.g. postscriptand bitmap
files). We plan to use sample documents from a variety of domains, incliedngttedtext, math notation, music
notation, maps,andengineeringdrawings. For example,a sampledocumentin the music domainis Beethoven's
Harp String Quartet. Method one generates a set of files for this sample docunssaintinga publishededition



of the string quartet. Thesescannedmagesare processedy music-notationanalysissoftware (e.g. SmartScore
[SS]), to produceotherdocumentrepresentationssuchas MIDI or NIFF (Notation Interchange File Format) or
other formats discussed in [Self97]. Method two generates a set of files fsatm@dedocumentby using software
for producing music notation. Many software packages are on the market. If Lime is used [BIHa94],ehtersser
the notes for the String Quartet by playiog a MIDI keyboard. This information (sequencesf notes,with pitch
andduration)is storedin a Tilia [HaBI93] file. Other documentrepresentationgNIFF, postscript, bitmap) are
produced automatically. Methdd/o could be appliedagain,this time using softwaresuchas MusicTeX. In this
case, the user types the MusicTeX source file for the string quartet. Then other document repregpotasionipt,
bitmap) are produced automatically. In this manaesariety of files, all representinghe Harp String Quartet,are
produced. We have not yet undertakenthis study, but we believethat it will be interestingto comparethe
characteristics of files produced by document-analysis software to files produced by document-production software.

3.3 Case Study: Unformatted and Formatted Text Files

We study the representatiofi naturallanguagetext documentssuchas novelsor businesdetters. Although
someof the representationfor text canalso accommodatéables,mathematicahotation, line drawings,and even
photographidmages,herewe restrict ourselvesto plain text. We have not yet attemptedto measureunits of
information, but begin with file sizes.

We considerspecifically the representatiof a 45-line pageof text, with eachline containing 60 characters
(including blanks). A compactrepresentatiorfwhich, however,could be compressedurther due to the repetitive
nature of the text) is a plain ASC{ltxt, .asc,.ans)file of 2,462 eight-bit bytes. At the otherend,a direct bilevel
300 dpi representationyith eight bits packedto a byte, requires1,051,875bytes. The “300 mono” bmp file
producedby GhostViewis 4,224,062bytes. Bitmaps can, of course,be compressedfor example,a CCITT G4
(digital fax) Tagged Image Format (tif) file is 130,00 bytes, and a 18680” GhostViewPNG file is only 51,775
bytes.

PostScript can make use of standard font description fildst canalso encodethe bitmapsdirectly. For the
page above,the former requires30,000 bytes, the latter 1.2 million bytes. The character-codedersion, using
standard font description files, provides better support for searchable text.

Adobe PDF and PostScriptare essentiallyequivalentrepresentationsand are inter-convertible. The major
difference is that PDF files are encoded with a lossless compredgamithm. The size of the PDF file dependson
the algorithm:here PDFWriterin MS-Word produceda 1600 byte file, while the Adobe PDF-Writer for Windows
yielded 3200 bytes. Adob@istiller, which is generallybelievedto preservetypefacefidelity, producedd000 bytes.
Because compression increases with the length of the text, thef $¥- files increase®only sublinearlywith the
number of characters. Theig however,a fixed overheadof a few thousandbytes. Differencesbetweenthe 600dpi
printed versionsof the variousPDF files are small but noticeable Character-encodedDF files are searchableand
annotatable. We did not consider annotations.

PostScript and PDpreserveformat, but not explicitly. It is not, for instance possibleto searchthem for a
specific format, or to copy a format to other files. MS-Word files maintain formats explicitly, are backward
compatiblewith earlierversionsof MS-Word, andalso preservesomeauthorpreferencesThey are thereforemuch
larger. The .doc version of the above file was 24,000 bytes. Mkt @&ssentiainformation was also preservedn
a 6700 byte Rich Text Format (.rtf) file, which was originally designed to benthe francaof word processors.

Tex andDVI dependjike PS andPDF, on externallystoredtypefacefiles. Thefile sizesare comparableto
PDF. The portability engendered by ASCII encoding doesfiett their level of representationwhich is the same
as that of other searchable and modifiable text representations.



The Parent Document, a complete, ideal representation of such a text document might consist of:
sentence and higher-level relations
interword syntax
lexicon of valid words
string of words
layout (formatting)

6. font libraries
The documentrepresentationdescribedabovecontainvarioussubsetsof the informationin the ParentDocument.
For example, postscript and PDF files contain items 4, 5, and 6, whereas a plain ASCII represamtatiosonly
item 4. The plain ASCII representation efficiently serves the needs of protirahti® not makeuse of formatting
information. Theseénclude most programsfor automatednformation retrieval, text categorizationsummarization

S

and statistical text analysis.

3.4 Case Study: Circuit Files

We show several different representation®f a simple, two-resistor circuit. Figure 1 shows the textual
description ofthe connectivity, called a netlist A circuit analysisprogramcan checkthis file and,if no errorsare
found, produce a file that describes the behavior of the circuit, i.e., current and voltages apeaniisus he circuit
file can includeadditionaldirectives,suchas calls for transientanalysis,thermalanalysis,or parametricplots. But
the basic units of the netlist document are clegldynent type, element connectivity, and element vdibe netlist
provides only circuit topology.The geometricpropertiesof a circuit diagramare preservedn a textual schematics
file, parts of which are shown in Figure 2. This schematics file can be used to generate the diagramFigoven in
3. The schematicdile containsthe coordinatesof every vertex of the circuit graph and has provisions for the
footprints of componentpackagespointersto otherfiles with detailedbehavioralcomponentmodels, both lateral
and hierarchical relationships (portsjses)with otherfunctional circuits-blocksdescribedn otherfiles, aswell as
numerous presentation layer details. Our example targets discrete components on eingtittbdardonly because
we are less familiar with integrated circuit specifications.

The schematicdile (Figure2) canbe usedto generatea netlist. The netlist generatedrom the schematics
(Figure 1b) is equivalent,but not identical, to one createdfrom scratch (Figure 1a), and either suffices for
approximate electrical analysis of the circuit. Combined with component packaging information frofileshére
netlist also allows downstream programs to configure a circuit board for physical realization. The cingpbbafd
layout programcanthen be analyzedfor stray capacitancesnd inductive couplings, which dependon the actual
geometry rathethan the layout usedin the circuit diagramof Figure 3. In actualpractice,the analysisof evena
simplephysicalcircuit requires a dozen different types of files.

Example of é&PSpice circuit file SchematicNetlist
\Y 0 2 dc 12 R RL $N 0002 $N 0001 10
R1 01 10 R R2 $N 0001 0 20
R2 1220 V_ Vi $N 0002 0 12V
. end
@ (b)

Figure 1 A PSpice circuit (.cir) file with three elements:a 12V voltage source, a 100hm resistor,
and a 20ohm resistor. (a) Manually entered circuit file. (b) Netlist created by the Schematics program.
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Figure 2 A portion of the PSpice schematics file. A circuit drawing created from this file is shown in Figure 3.

R1

Figure 3 Display created from the PSpice schematics (.sch) file in Figure 2.

The Parent Document, a complete, ideal representation of a circuit, might consist of:
circuit topology
models of discrete components (voltage sources, resistors, transistors)
models of distributed components (physical and electrical properties of "wiring")
manipulable (vector-graphics) representation of the circuit diagram

5. symbol library
A netlist file contains itemd and2. A postscriptor PDF file containsitems 4 and5. The transformationfrom
bitmap to netlist is considered Document Image Analysis. The (interatiwvesformationfrom netlist to bitmapis
Document Production. Both transformatiazan useinternaldocumentrepresentationsgndthe transformationsan
be carried out without constructing the entire Parent Document.

PR



4. Summary and Conclusion

Document representations are centraléfining and solving documentanalysisproblems. Issuesthat canbe
investigated include defining equivalence of documents and distance between documents, mathematically
characterizing the mapping between document representations, characterizing theisfdemegtion neededo carry
out thesemappings,and characterizinghe differencesbetweenthe forward and inversemappingsthat occur during
document analysis and document production.

We have presenteda summary of internal representationsuseful for describing the literature in table
recognition, as well as case studies of external docurapri¢sentationssedfor circuit-diagramdocumentsandtext
documents. This is ongoing work.

Refer ences

[BeCL97] L. Bergman, V. Castelli, C.-S. Li, “Progressive Content-BaRetrieval from Satellite Image Archives,” D-Lib
Magazine October 1997, www.dlib.org/dlib/october97/ibm/10li.html

[BIHa94] D. Blostein, L. Haken, “The Lime Music EditorA DiagramEditor Involving Complex Translations,” Software
— Practice and Experienc&/ol. 24, No. 3, March 1994, pp. 289-306.

[DETT99] G. Di Battista, P. Eades,R. Tamassia,. Tollis, Graph Drawing: Algorithms for the Visualization of Graphs
Prentice Hall, 1999.

[DDLA97] L. Du, A. Downton, S. Luca, B. Al-Badr, “Generalized Contextual Recognition of Hand-Printed Docudsnts
SemanticTreeswith Lazy Evaluation,” Fourth International Conf. on DocumentAnalysis and Recognition
Ulm, Germany, August, 1997, pp. 238-242.

[Gahe99] M. Gahegan,‘Characterizingthe SemanticContent of GeographicData, Models, and Systems,”Chapter6 in
Interoperating Geographic Information Syster@odchild, Egenhofer, Fegeas, Kottm#&us., Kluwer, 1999,
pp. 71-83.

[HaBI93] L. Haken, D. Blostein, “The Tilia Music Representation: Extensibilpstraction, and Notation Contexts for
the Lime Music Editor,"Computer Music JournaNol. 17, No. 3, 1993, pp. 43-58.

[Hand99] J. Handley, Electronic Imaging Technology Chapter 8, SPIE Optical engineering Press, Bellingham
Washington, 1999, pp. 289-316.

[KNRN95] J. Kanai, G. Nagy, S.V. Rice, T.A. Nartker, Automated Evaluation of OCR Zotti#dy, Trans. Pattern Analysis
and Machine IntelligengeVol.17, No. 1, Jan. 1995, pp. 86-90.

[MaMa94] G. MaderlechnerH. Mayer, “Automated Acquisition of Geographiclnformation from ScannedMaps for GIS
using Frames and Semantic NetworkB2th Int'l Conf.on PatternRecognition Vol. 2, JerusalemOct. 1994,
pp. 361-363.

[PhCh99] I. Phillips, A. Chhabra,“Empirical PerformanceEvaluation of Graphics Recognition Systems,” IEEE Trans.
Pattern Analysis and Machine Intelligencéol. 21, No. 9, Sept. 1999, pp. 849-870.

[Resn99] P. Resnik, “Semantic Similarity in a Taxonomy: An Information-BasedMeasureand its Application to
Problems of Ambiguity in Natural Language,”J. Artificial Intelligence Research Vol. 1, July 1999, pp.
95-130.

[Self97] E. Selfridge-FieldBeyond MIDI — The Handbook of Musical Code8T Press, 1997.

[Senn94] R. Sennhauser;Integration of Contextual Knowledge Sourcesinto a Blackboard-basedlext Recognition
System,”|APR Workshop on Document Analysis Systdfaéserslautern, Germany, Oct. 1994, pp. 211-228.

[SS] SmartScore software, at http://news.harmony-central.com/Newp/1999/SmartScore.html

[Srih93] S. Srihari, “From Pixels to Paragraphs: the Usé&€ohtextualModels in Text Recognition,” Proc. Secondintl.
Conf. Document Analysis and Recognitidisukuba, Japan, Oct. 1993, pp. 416-423.

[Truv90] S. Truvé, “Image InterpretationUsing Multi-Relational Grammars,”Proc. Third International Conferenceon
Computer VisionDec. 1990, pp. 146-155.

[VaTo94] P. Vaxiviere, K. Tombre, “Knowledge Organization and Interpretation Processin Engineering Drawing
Interpretation,” Proc. IAPR Workshop on DocumentAnalysis SystemsKaiserslautern,Germany, Oct. 1994,
pp. 313-321.

[ZzaBCO03] R. Zanibbi, D. Blostein, J. R. Cordy, “Recognizing Tablesin Documents,” submitted for publication, May
2003.



