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Machine Intelligence (PAMI) are clustered, summarized, interpolated, interpreted, and tactfully evaluated.
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1 PAMI aND DIA

NSTEAD of attempting te survey the entire field of

docurment image analysis (DIA}, we review only results
reported in IEEE Trausactions on Pattern Analysis and
Machine Intelligence. Parochial as this may seem, it gives a
sharp, well-defined cross-section of the evolution of DIA
research. The 99 relevant papers that were found (less than
five percent of all articles) are contemplated from a
perspective bolstered by lively students, ecleclic reading,
participation in conferences, and discussions with knowl-
edgeable and opinionated colleagues.

This scction considers the role played by PAMI in
relation to other sources of published information and
current commercial practice, differentiates document image
analysis from allied disciplines, and describes its major
constituents. It should be skipped by old hands with their
own cognitive map of the field, The next five sections
summarize the DIA tasks addressed in PAMI in the last two
decades. Only PAMI papers are cited, but a short biblio-
graphy provides additional entry points to the literature.
The conclusion is the author's classification of the domain
into problems solved and problems remaining,

1.1 PAMI vs. Other Sources

It would appear that 99 articles among the several thousand
published about DIA in the past 20 years can represent at
best a fraction of the state of the art. However, PAMT covers
much more ground than this ratic would indicate. Before
PAMI's birth in 1979, character recognition research
appeared mainly in IEEE Trensections on Computers (TC)
(JEEE Transcaction on Electronic Computers (EC) until 1968)
and in the Proceedings of the IEEE, in addition to occasional
specialized conferences and workshops. {One of the earliest,
the 1966 TEEE Pattern Recognition Workshop in Puerto
Rico, resulted in the IEEE Computer Group’s' pattern
recognition database.) The Jeurnal of Pattern Recognition
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has regularly published arlicles on character recognition
since its inceplion in 1971, as has Patiern Recognition Letters.
Rolevant articles appear occasionally in the IEEE Transac-
tions on Information Theory, Systems, Man, and Cybernetics,
Neural Networks, and Image Processing, as well as in a dozen
commercially published journals of artificial intelligence,
pattern recognition, computer vision, and image processing,
The best source of current trade news is the monthly,
Imaging and Document Solirtions. In 1998, Llsevier launched
the Internationn! Jowrnal of Docitment Analysis and Recognition
with the goal of capturing the fractionated DIA and OCR
literature. One indication of the dispersal of this literature is
that few of the citations in PAMI articles veference PAML

Since 1973, the biennial International Conference on
Pattern Recognition (JCPR) has been a steady source of
ideas. Tt has been supplemented since 1991 by the
International Conference on Document Analysis and
Recognition (ICDAR). Worthwhile contributions have ap-
peared at the annual SPIE Document Recognition and
Retrieval {DR&R) symposia in San Josc, and at the
peregrinating biennial Document Analysis Systems ([DAS)
and Structural and Syntactic Pattern Recognition (SSFR)
warkshops, each of which atiracts about 100 participants.
During its fivrz-year life span, the Symposium on Document
Analysis and Information Retrieval (SDAIR) fostered inter-
action between DIA and TR specialists. It alse featured the
results of a large-scale in-house evaluation of commercial
OCR technology. Several countries have inslituted national
conferences on OCR or DIA, The arlicles found in PAM/
reflect the international constituency of document analysis.
We are often reminded that English is blessed with one of
the simplest scripts in the world,

1.2 PAMI vs. Current Practice

We consider DIA and OCR as esscntially engincering
disciplines, although a case can be made for a more
fundamental role. Published work (not only in PAMI) has
been moderately successful in anticipating emerging appli-
cations. The many papers on hand-printed and handwritten
character recognition (cf. article by Plamondon and Sribari
in this issue) probably did contribute ko current products,
but some of the print recognition methods explored by
rescarchers risk lagging the capabilities of give-away
shrink-wrapped page readers. The research emphasis in
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TABLE 1
The Growth of DIA in FAMI
Period DIA Papers  All papers
1979-83 12 38l
1984-88 14 407
1989-03 22 584
1994-98 47 667

character recognition has long favored "universal” algo-
rithms, whereas the coramercial emphasis is now on tool
kits that can be customized for large, hemogenous applica-
tions. There was little in PAMI that foreshadowed the rapid
conversion of large archives of printed material for digital
librarics.

Published research on forms processing lags behind the
many challenging applications and the need for further
improvement. Graphics recognition should cormect with
current CAD praclices lo improve the widely-used
interactive techniques for engineering drawing and map
conversion, We must be more alert to guide the extraction
of hidden structure from indigenous electronic documents
images {which we hereby define as computer-crented docu-
ments that have never been scanned but appear in some
unstructired format Ifke GIFF or TIFF). Research on document
image security, authentication (“digital watermarking”)
and privacy should not fall behind comimercial products,
Some of these issues were the topics of conference
presentations, but never made it to PAMI. Tinally, we hope
that our survey for the 40th anniversary issue will include
gomoe critical overviews of tost protocols, benchmarking,
evaluation, validation, and standard data scls that are
essential for the health of a mature discipline.

On the positive side, we found the souree of many ideas
that are now part of the infrastructure. Character recogni-
tion has long been a favorite test vehicle for gemeral-
purpose classification algorithms and stimulated the exam-
ination of important issues in feature selection, clustering,
and small-sample estimation of classifier parameters and of
crror rates (of. Jain et al; in this issue). Graphics recognition
is a wonderful application of syntactic and structural
methods. Document layouf analysis is image processing,
while document content analysis draws on machine
learning. DIA benefits from and contributes to artificial
intelligenee, especially in natural language understanding,
knowledge representation, and neural nelworks. Symbiosis
aside, the number of specifically DIA-oriented papers
published in PAM! has grown significantly in the last five
years (Table 1). The articles show increased sophistication
and appreciation of enginecring aspects. As we shall see,
three editors-in-chicf, Theo Pavlidis, Anil Jain, and Ranga-
char Kasluri made, recent, influential contributions to the
discipline.

1.3 DIA in Context

Document image analysis is the subfield of digital image
processing that aims at converting document images to
symbolic form for modification, storage, retrieval, reuse,
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and transmission. [t helps the transition from bookshelves
and filing cabinets to the paperless {and perhaps even
wircless) world, Although Lhere js no evidence yet of less
paper, electronic documents already abound.

Regardless of how images are oblained, we may classify
them according to their content. For our purposes, it is
convenient to divide them into two categories: nabiral and
syntbofic, Portraits, fingerprints, aerial photographs, satellite
images, and X-rays depict natural scenes or objects. On the
other hand, postal addresses, printed arlicles, burcaucratic
forms, sheet music, engineering drawings, and topographic
maps represent symbolic objects. We therefore propose the
following working definition:

Document image analysis (D1A) is the theory and practice of

recovering the symbol stracture of digital images scarmed

from paper or produced by computer.

For ease of reading, pictures of symbols tend to be
produced with high contrast: most text and line art is
essentially black-on-white. Color is applied where neces-
sary, without fine tonal gradations (though trendy maga-
zines often splash color without regard for legibility).
Photographs are reproduced as halltones, Accordingly,
linear signal-analysis techniques based on frequency (rans-
forms are less prevalent in I2TA than in computer vision and
m natural picture processing.

There is considerable current interest in recognizing
incidental text {(license plates, billboards, and subtitles) in
photographs and video. It may therefore be convenient to
extend the definition of DIA to any mullimedia recording.
Here, however, we will fimit document to objects created
expressly to convey information encoded as iconic symbols.

1.4 A Short Tour of DIA

The field arose well before digital computers could
represent information that traditionally appeared on papor.
Patents on optical character recognition, for reading aids for
the blind and for input to the telegraph, were filed in the
19th century, and working models were demonstrated by
19216, but DIA as we know it is only about 40 years old, OCR
on specially designed printed digits (OCR fortts) was first
used in business in the 1950s. The first postal address
readers and the Social Security Administration machine to
read typewritten earnings reports were installed in 1965,
Devices ko read typesel material and simple hand-printed
forms came into their own in the 1980s, when the prices of
OCR systems dropped by a factor of ten due to the advent
of microprocessors, bit-mapped displays, and solid-state
seanners.

Within another decade, optical disks and tape cartridges
had sufficient capacity, at a reasonable price, for storing
thousands of document images in the form of compressed
bitmaps. Interest grew quickly in converting them to
computer-searchable form. Tn 1999, document imaging, ic.,
clectronic document storage without sophisticated image
manipulation, is a billion-dollar business, but DIA, when
considered as document imago finferprefation, is still only a
small part of it. It is fortunate that such a practical ficld of
study has so many intellectually stimulating aspects.

Tho only principles of physics that impact DIA are those
that govern the procduction of documents through printing,
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copying, and digitization, However, the quality of these
technology-sensitive steps has enormous effect on the
complexity of extracting information. The combined cost
of conversion and processing determines where DIA can
displace human data entry and correction,

The digitized images can be stored in a simple array
formal, Once the symbolic information is extracted and
interpreted, the best format depends on the application at
hand. Some formats are rooted in word processors
(c.g., RTF), page composition software (LATEX, PDE),
web browsers {(HTMLY), or drafting programs (DXF). Others
are constructed specifically for the manipulation of scanned
documents (DAFS, XDOC, and ODIL), The many formats,
and the methods of converting one to another, seldom form
the topic of research articles (but we include a glossary of
acronyms).

Some of the early stages of processing scanned
documents are independent of the type of document. Many
noise filtering, binarization, edge extraction, and segmenta-
tion methods can be applied equally well to printed or
handwrilten text, line drawings or maps. Half-tones require
specialized treatment. (Binarization does, of course, seg-
ment gray-scale pictures. But we prefer to reserve segienta-
tion for methods that may be applicable even to already
binarized pictures. Connected components analysis is often
the starting point here, but its development has not been
chronicled in PAML)

Once a document is segmented into its constituent
components, more specific techniques are needed. Tradi-
tionally the field has differentiated between wmastly text and
mostly eraphics documents. Mostly-text pages are separated
into columns, paragraph-blocks, texl-lines, words, and
characters. OCR converts the individual word or character
images into a character code like ASCII or Unicode. But,
there is much mere to a text document than a string of
symbols, Additional, and sometimes essential, information
is conveyed by long-established conventions of layout and
format, choice of type size and typeface, ilalics and
boldface, and the two-dimensional arrangement of tables
and formulas. To capture the whole meaning of a docu-
ment, DIA must extract and interpret all of this subtle
enceding. (Nowadays, this information about information is
called metadata, but the term has different meanings in
library science, web searches, programming, and scripfing
languages.) Specialized techniques are appropriate and
affordable for high-volume text applications like envelopes,
business letters, bank-checks, and invoices.

Fngineering drawings, maps, music scores, schematic
diagrams, and organization charts are examples of mostly-
graphics documents. Line drawings are decomposed into
straight-line and curve segments, junctions and crossings
before higher-level components, such as dimensions, cen-
ter-lines, and cross-hatching can be interpreted. Maps may
require color separation, and the association of text (labels)
with map symboals. Line drawings typically contain a great
deal of lettering that must be located, perhaps isolated, and
recognized. The extraction of information from digitized
photographs remains a thriving topic of rescarch, but since
photographs seldom comtain symbolic objects, omr main
concern in D1A is mistaking them for text or line drawings.
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At every stage of research, it is essential lo be able to display
the results of processing in a form suitable for human
judgment, Acaurate rendering of digitized pictures at
various scales requires some care.

Table 2 is our altempt to fit the major concepts of DIA
into a coherent schema. We divide the analysis into five
steps according to the granularity of the process. Here we
have opted to group documents into only two types. The
major decision is top-down vs. bottom-up analysis, In
maostly text processing, top-down analysis attempts to find
the larger components, like columns and paragraph blocks,
before proceeding te the text-line and word levels. Bottom-
up analysis forms words into text-lines, lines into para-
graphs, and se on [63]. Because black pixels are usually a
much smaller fraction of a line drawing than of text, most
techniques for graphics arc bottem-up approaches. The
distinction is elusive, because both methods must access
individual pixels, runs, or connected components. In our
survey, we have chosen o proceed from small to large, and
fo summarize work on mostly text separately from research
on mostly graphics.

Document image understanding (or interpretation) is the
formal representation of the abstract relationships indicated
by the two-dimensional arrangement of the symbols. (In
contrast, document understanding refers to the natural
language aspects of one-dimensional text flow.) Domain-
specific knowledge appears essential for document inter-
pretation. To the best of pur knowledge, no one has ever
attempted to develop a system to interpret arbitrary
dacuments {(consider the knowledge required to under-
stand the periodic table, a foreign railroad schedule, an IRS
form, a chartered accountanl’s rcport, or an abstruse
formula}.

Both model-driven and data-driven approaches have
been investigated. Models have been developed for for-
mulas, equations, business forms, tables, flowcharts, me-
chanical drawings, circuit schematics, music, and chess
notation. Seme of these models reflect the properties of
nalural language, while others have domain-specific con-
straints, like the correspondence between a dimension
statement and the radius of an arc, the rules that determine
whether an equation is well formed, and the relationships
between the fields of an invoice. The models and under-
lying assumptions are not always oxplicitly stated in
descriptions of new approaches.

Table 3 is a document taxonomy that emphasizes the
DA requirements related to the symbolic structure. It also
gives oxamples of ancillary dala that helps to extracl it. The
variety of documents that appear in Table 3 is illustrated in
Tlig. 1. As a minimum, it is desirable to extract automatically
sufficient information for indexing every document. Usual-
ly, additional text will have to be extracted, though not
necessarily in the appropriate reading order; in some
applications, word oeccurrence may suffice. If the physical
layout and the typographic informalion are recovered, then
at least the document can be converted to some editable
format.

The recovery of the symbolic structure can be loosely
divided into logical and functional analysis. The former is
the type of information that can be captured in a
wordprocessor or HTML style-sheet, while the latter would
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TABLE 2
Schema for Document Image Analysis

LEVEL OF PROCESSING DOCUMENT TYPFE.
(low to higly) MOSTLY-TEXT MOSTLY-GRAPIHICS
Pixels Preproeessing Preprocessing
Represculation Represenlutiom
Noise reduetion Nonse reduction
Binarization Binarization
Skew delection Thinning
Zoning Yectorization
Character segmenlabiion
Scripl langoage, & font recognilion
Character sealing
I'rimitives Glyph recognition Primilive recognition
Comuected components Streaight-lines & curve segments
Sirokes Junctions and nodes
Chargeters, diacrilics, punetvation Loops
Words Chavaelers
Structures Text recognition Structure recognition
Word scgmenlation Text (iekis
‘Text line reconstruction [egends
Table analysis Label attributiom
Morphological contoxt Dimensions
|.exical conlexl Gruphics symbols
Syntax, semantics Aerial and lexwre [eatures
Beautilication (copsiraints)
Documents Page bayout analysis Interpretation
l'ext versus nom-1ext Coomponenl recoghition
Physical component analysis Connectivity analysis
Logical component wnalysis CADMILS layer separalion
Putctional components {contenl tags) Database attribule extraction
Compression Compression
Corpus Information retrieval Database, CAD, GIS interface
Document ¢lassification and (ndexing Validation
Scich Search
Security, authenlicalion, privacy Update

be tagged in XML (Extensible Markup Language), or in the
data structure of a computer-aided drafting system vs. that
of a design and manufacluring system. We can argue that
the first corresponds to syntax and the second to semanties,
though these words may carry different meanings for
different researchers. Title and anthor may be obvious
semantic categories, but what about sitbheading and footnotc?
Content-oricnted tagging may well be the next plateau for
DIA.

2 PREPROCESSING

Preprocessing gencrally consists of a series of image-to-
image transformations. It does not increase our knowledge
of the contents of the document, but may help to extract it.
We also discuss here the identification of scripl, language,
and font, which we regard as metadata that agsists
information recovery.

2.1 Compressed Representation
Until the advent of massive random access memories,
there was considerable interest in character-level data
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TABLE 3

A Document Taxonomy

Type Fxample DIA Task Ancillary dafa
plain text (narralive | Mohy Dick, extract cormect word order | English lexicon
or descriptive) Gellysburg Address
newspaper, NY Times, separate and rcassemble publication-specific
magazine Vogue articles; pointers to format
illustrations
scholarly & 1EEL-PAMI, index: author, title, page; | abbreviations, acronyms,

technical text

Dr. Dobbs Inurnal

pointers to refs, figs,
tables, footnates, equations

units

formal text

program listing,
chess, bridge, recipe

oxtract cxeculable, or
compilable, lorm

program, chess, bridge
syntax

letter, cnvelope

information requaest,
complaint,
recommendation

extract routing infoy
index: sender, date, subjeet

directories

dircclory

telephone directory,
street index

extract name-attribute
pairs

previous edition

structured list

organizalion chart,
lable ol contents,
catalog

recover hicrarchy;
cross-references

previous edition

husiness form

order, invoice,
subscriplion, survey,
IRS-1040

link field content to dbms;
comverl o SGMT. or XML
Tformat;

formaited data, Jdhms,
workllow system,
lexicons

cngincering drawing

assembly or parl

convert to CAD format

part lists,

drawing; deawing standards
isometric view
schematic diagram cireuits, extract net list P-SPICL,

utility maps

or convert 10 CAD format

manhole invenlory

map

topographic quad,
street map, road map

converl to GIS format

garetleer, other maps,
GIS

MUSIc s¢oIe

Moonlight Sonata

recover MIDI
representation

niugic syntax

table

airline schedules,
stock quotes

construct tormal model;
headers (»entries

airline and stock
abbreviations,
previous cdition
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compression methods simply to avoid disk access during
page analysis. Run-length coding (RLC) and Freeman chain
codes were used early on, Methods that came along later
include reduced terminal sequencos of context-froe
grammars [43], coding on hexagonal meshes [94], produc-
tion rules for subblocks [58], and filtered contours [10]. The
July 1980 special edition of the Proceedings of the IEEE on
digital encoding of graphics contains many excellent
surveys, mostly targeted at facsimile. For lossless, bilevel
page compression, |BIG is gradually replacing CCITT-(G3
and G4, The major remaining application of character
encoding is font libraries,

2.2 Binarization

Most early document scanners had hardware reflectance
threshelds, but current scanners typically produce 8-bit
gray-scale {or color) output. Researchers from the Uni-
versity of Oslo and Michigan State Universily conducted a

sustained, thorough comparison and evaluation of pub-
lished adaptive binarization mathods (including their own)
on hydrographic charts [83], [84] [85], [86]. Niblack’s
method, based on a threshold set below the mean gray-level
of a 15 % 15 window by a fixed fraction (0.2) of the standard
deviatiom of the gray-levels, gave the best results on their
maps. (A small modification ig necessary when it is evident
that the entire window is covered by a large foreground
blot}. They recommeaended postprocessing with the method
of Yanowits and Bruckstein, which iteratively creates a
threshold surface that is essentally a low-pass-filtered
version of the roflectance map. They also veported that
character segmentation and recognition did not necessarily
benefit from direct gray-scale processing as opposed to
adaptive binarization [86].

Textured backgrounds are particularly difficult to han-
dle. Lia and Srihari 53] provide a solution for postal
address readers, It requires: 1) preliminary binarization
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Fig. 2. Comparison of binarization resulls [53).

based on a multimodal mixture distribution, 2) texture
analysis with run-length histograms, and 3) selection of the
threshold {using a small decision tree) that yields the stroke
widths and lengths expected in a printed address. Fig. 2
compares their results with those of some alternative
methods.

Sawaki and Hagita [71] recently demonstrated another
specialized binarization method for textured and reverse-
video {white-on-black) Japanese headlines. Their method is
based on the complementary relationship between char-
acters and their backgrounds as indicated by a simdilarity
measure for black and white runs.

In general, the appropriate binarization tlweshold is a
sensitive function of the local reflectance map, but for high-
contrast printed matter, it is difficult to improve on a fixed
threshold centered between the extremme observed values. In
adopting published binarization algorithms for applica-
tions, in which the gray-level distribution is not clearly
bimodal, it is important to take into consideration the
amplitude transfer function of the specific scanner, as well
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as the spatial and gray-scale characleristics of the image. We
echo a statement from [83] that still rings true teday:
"However, no single thresholding scheme gives satisfactory
segmentation results on a varlety of images".

Motivated by the observation that voting OCR labels
obtained from multiple scans of the same page resulted in a
substantial decrease in error rata, Sarkar et al. [70] examined
the interplay between sampling and thresholding and
counted the number of different bitmaps that can be
produced for the same pattern by random displacement
of the sampling grid. As shown earlier, the resulting
uncertainty limits the precision with which small patterns
can be located [24], [25] but the effect is less significant with
gray-scale scans. It also affecis clectronically-produced
documents converted to bitmaps for display, and impedes
character recognition in GIFF pictures.

2.3 Skew Detection
Almost as many algorithms have been developed for skew
detection as for binarization. All of them are accurate on full
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pages of uniformly aligned printed text. The better
algorithms are less affected by the presence of graphics,
paragraphs with different skew, curvilinear distortion
arising from photocopying bonks, large arcas of dark pixels
near the margin, and few, short text lines.

A novel method is the Subspaced-Based Line Detection
based on an analogy between text-lines on a page and a
linear anterma array emitting a planar propagaling wave-
front |1]. The distance from a reference line of each
foreground pixel is converted into the phase of a complex
sine wave. The detection algorithim, based on radar signal
processing, determines the spatial coherence between the
contributions from difforent rows in the image. Aghajan
and Kailath {1] claimed that their method was more
efficient and more accurate for toxt skew than the Hough
algorithm (which is, however, seldom used for documents
without extensive modification). It is not clear from the
paper whether any parameter requires adjustment for type
size or line spacing,

One method was designed specifically for Indian scripts
like Devanagari and Bangla [13] that have a head line
(shirorekia or matra), It was developed as part of a complete
Bangla OCR system, The resulls of skew detection proved
comparable to those from the Hough transform, but require
less computation.

After skew detection, the page imagc is often rotated to a
reference direction to facilitate further format analysis and
OCR. On binarized pages the required resampling tends to
distort the character patterns. Instead, it may be possible to
maodify the processing algorithms to take into account the
skew [34]. Alternatively, either the document can be rotated
before binarization, or the rotation can be approximated by
small, distortion-free translations of entire word blocks.

2.4 Character Segmentation

In 1996, Casey and Lecolinet [11] surveyed the many
approaches that have been proposed since 1959 to
segment touching or fragmented character patterns. Mis-
segmentation of characters is responsible for many OCR
errors {e.g., r n -» m or m — 1 n). It is the consensus that
light patterns are more difficult than feqvy patlerns,
perhaps because of the greater import of missing and
already scarce foreground pixels. The degree of difficulty
depends on the typeface and print-source (smudged
italics are difficult to segment) as woll as on the ratio
of font size to scanner resolution (poinkspread function
and spatial sampling rate).

Cascy and Lecolinet [11] defined dissection as the attempt
to divide the image into classifiable units, whereas
recognition-based segientation either classifics a multichar-
acter block at once, or segments the image according to
features extracted from the entire block. Hybwid classifica-
tion is a kind of soft scgmenlation, where the choice
between mulliple scgmentation candidates is based on
recognition. A fine example of the latter appeared in PAMI
scon after the survey {51]. Ilere the winners among the
jagged boundaries, imposed on the gray-scale patierns by
pre-segmentation, are determined by the optimal path
through a word-scale lattice (cf. [68]).

This comprehensive and scholarly survey concentrated
ont the underlying principles and did not atlempt to
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evaluate the effectiveness of the various approaches. (By
happenstance, a lively explanation of the difficulties of
benchmarking segmentalion, in a different venue, appeared
in the preceding article of the same issue [29]), [f there is a
general conclusion, it is this: where dissection does not cut
the mustard, the required gestalt techniques need to be so
thoroughly integrated with recognition and context that
character-level segmentation will soon disappear as a
distinct area ol research.

2.5 Character Scaling

In QCR, very small and very large word or character images
are often scaled to a standard size, even though the outlines
of characters of different sizes in the same typeface arc not
congruent. Resamipling on gray-level arrays is relatively
vasy, but bilincar or hicubic interpolation distorts hilevel
characters. The standard alternative is a two-stage process.
The original smooth contour of the sampled character is
first approximated using a weighted convoelution filter and
bilevel amplitude quantization. This stage is followed by
resampling.

Scaling for OCR is not the purpose of the following
methods, but they might find application in simulating or
modeling OCR. Ulichney and Troxel [87], wriling at a time
when hardware cycles were more scarce, developed
"telescoping templates” for high-fidelity scaling with only
logical operations. Namane and Sid-Ahmed [62] designed
their algorithm for characters captured by a camera. After
detecting the borders of the character, the contour is scaled,
then interpolated {for magnificaticn) with cubic splines. A
5 x § tomplate is used to construet a bilevel image, Their
results appear smoother than those obtained by replication
or by telescoping templates. Also applicable here is the
sophisticated contour construction of [10].

2.6 Script, Language, and Font Recognition

Script recognition reduces the number of different symbol
classes that must be considered during classification.
Language recognition is necossary for use of the appro-
priate context maodels. Font dassification reduces the
number of alternative shapes for cach class, leading to
essentially single-font character rvecognition. Script,
language, and font classification are also desirable for
document indexing and inlerpretation. Towr recent papers
offer methads for routing documents to the appropriale
recognition software.

Fochberg ol al. [28] classificd scripts using templates
for connecled components (“textual symbols™) that occur
frequently in each script. The templales, size normalized
to 30 % 30 pixels, are obtained by clustering components
in training documents, and sclected according to their
power of script discrimination. Classifying 100 compo-
nents proved sufficient lo idenlify 71 of 73 samples from
12 scripts and threc dozen languages. {They suggested
identifying the language by dictionary lookup aftor the
script and characters are recognized).

Spit [76], a pioneer in foreign language processing,
classificd both script and language as indicated in Vig. 3. He
first differentiated between Latin and {lan scripts according
to the standard deviation of the vertical location of upward
concavities with rospect lo the base line. (In atin prink,
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Fig. 2. Spitz's script and language classification schema [76].

these are mostly at the baseline or the x-line, whereas in
complex Chinese, Japanese, and Korean characters they are
more uniformly distributed). The three Oriental scripts are
then recognized according to histograms of foreground
pixel densities. The languages in Latin scripts ave identified
by the frequency of characteristic Word Shape Tokens (such
as high-high-low for “the” in English, high-low for “le” and
“la*” in Prench, and high-low-low for “der” and “das” in
German), Spitz uses run-length coding, bounding boxes,
and the pass codes of CCINTT-G4 to speed up processing.
The Han/Latin dichotomy appears infallible. The three
Oriental scripts are recognized when more than a couple of
text lines are available. Some European languages arc
recognized with only 90 percent accuracy. 5pitz co-edited
Document Analysis Systems.

Tan [80], classified 128 x 128 pixel samples into six script
classes with 97 percent accuracy using rotation-invariant
Gabor function coefficients. The presence of new typefaces
affected, surprisingly, only the recognition of Chinese
samples,

The three methods operate at very different levels. Tan
was interested in the power of texture-bascd classification;
therefore, his method is “global” and requires no prepro-
vessing whatsoever. The basic unit for Spitz is the printed
line. Hochberg et al. |28] advocated a bottom-up approach
that requires onfy the connecled components. It is possible
that either of the last two methods can be modified to
determine the script—and perhaps language—of individual
words or phrases in multilingual documents. Comparing
the three error rates obtained on different data is, of course,
meaningless.

In practice, font recognition is likely to be faced with
more classes than seript or even language recognition. Fonts
are classified according to typeface, weight, slope, width,
and size. ApOFIS (A priori Optical Font Identification System)
has a second-generation font model base for 280 fonts (10
typefaces, seven sizes, and four styles). Each model has
statistics for six features estimated from 100 short text lines
scanned at 300 dpl. Using this databasc and a Bayesian
classifier, Zramdini and Ingold [99] classitied fonts with 97
percent accuracy, and typeface, size, weight, and slope with
97.5-99.9 percent. The accuracy increases rapidly with the
size of the test sample, which may mean that shorl inserts of
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italics or boldface may be missed, and technical manuals
with a variety of typefaces will be a challenge. Nevertheless,
this is a fine instance of computer classification that will
outperform all but the most skilled typographer.

3 CHARACTER RECOGNITION

The charactoer recognition phase may precede, fellow, or run
concurrently with layout analysis. In the past, page
decomposition analysis was usually applied without OCR
because rescarchers did not have access to multifont OCR.
Similarly, the early character recognition work was carried
out on specially formatted pages because researchers did
not have access to page decomposition software. We
discuss character recognition before page decomposition
partly to follow our bottom-up agenda, and partly to honor
historical development. We consider it under four headings:
1) shape-based analysis of Latin (Roman) print, 2) shape
analysis of other scripts, 3) context, and 4) global
classification.

3.1 Shape Analysis of Latin Print

Elastic pixel and curve matching is often attributed to Burr
9], who traces it to Widrow’s elastic templates. Burr gave
an iterative algorithm to warp onc contour towards another.
The stiffness of the warped image is decreased gradually to
lake advantage of increasingly reliable local maiches and
correspondences. Elastic matching has been widely used for
structural shape analysis of bilevel and gray-scale
characters and line drawings.

Another generally useful method is orthogonal Zernike
moments, which are translation, scale, and rotation invar-
iant. Khotanzad and Hong [44] examined the interplay of
the number of cocfficients and noise using a small set of
upper case letters, and both nearest-neighbors and mini-
mum-distance classifiers. They show that Zernike features
compare favorably with regular mements and with Hu
moment-invariants,

N-tuples {judiciously sclecled configurations of N pixels)
are attractive features for statistical classification of arbi-
lrary, but rigid, character shapes. Among the billions of
possible candidates, one can always find some N-tuple that
fits one shape aned does not fit another. Stentiford found 316
such features to classify digits and upper-case letters of
postal addresses. His search algorithm, operating on about
20,000 training characters, attempts to maximize class-
conditional independence [77]. Jung et al. [37] also fried to
preserve independerice, but focused on mothods for finding
N-tuples that fit the positive class and miss the negative
class with some margin of safoty. The complexity of the
resulting search was mitigated by using very small training
sets for document-specific classification.

Stringa [78], an early developer of postal readers,
advocated syntactic methods, His bottom-up parsing
procedure is based on phrase-structure grammars, where
cach transformation of a 2 x 2 primitive reduces the
characler size by a lincar factor of twe. Once the pattern
is reduced sufficiently, it is classified by comparison to
reference patterns. The method was designed for both print
and block lettering and tested on 20,000 ZIP codes.
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Fig. 4. Ridgea graphs for segmentalion of gray-scanned characiers from
a postal database [68].

In 1987, Kahan ct al. [38] at Bell Laboratories published a
landmark paper that combined many tochniques [or mulli-
font page recognition that had been investigated hitherto
only in isolation. Although they did not atlain their goal of
99.9 percent accuracy with no rejects, they did reach
99 percent on single fonts, and also on tep-three recognition
for up to six mixed fonls of 12 point or larger type, scanned
at 200 dpi, Their structural charvacter representation, the
Line Adjaconey Graph (LAG), was uscd for thinning,
traversing contours, and cluslering to extract some 300
binary “stroke” features. A trainable Bayes classifier
produced an ordered list of recognition candidates. Con-
joined patterns with low poslerior probabilities were
segmentcd by vertical projection. Finally, the output text
was assembled according to the most likely configuralion
suggested by the location of bounding boxes, plausible
trigrams, Unix spelf, and a few heuristic rules. In addition to
their magnum opus’ impact on the research community and
pethaps also on emerging commercial multifont CCR,
various compoenents of the system continued to serve Bell
Labs researchers and developers for many years. Baird
convened and meticulously edited the proceedings of the
1990 Workshop on Syntactic and Structural Pattern Recog-
nition that was devoted entively to document image
analysis.

During the current decade, neural networks continued to
gain in popularily over paramelric classifiers. Avi-ltzhak
et al. [3] reporled their resulls on characters gray-scanned at
400 dpi. We cite from their noteworthy conclusion. On
12-point Courler: The neural nebwork was trained with n
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database of 94 character itages. The neural nefwork was lested on
a database of 1,072,000 character images and aclhicved perfect
recognition, On 12 common fonts in 8 to 12 point sizes: The
latier neural nelwork was trained with 1,128 character imnges,
and it achicved perfect recognition on o testing dalobase of
347,712 multisize and mltifont characters. Section 3 explains
that corrupted, unrecognizable character images, and
indistinguishable pairs like 1, 1, and 1, were excluded from
the error count.

In spile of this unprecedented success with neural
networks, in a follow-up paper, Avi-ltizhak and other
colleagues [4] developed a template-comstruction scheme
thal produces an oplimal template that maximizes the worst
case (i.e., minimumy) correlation with its subclass templates.
Tf a single template is insufficient for perfect recognition, the
class is split and additional templates are constructed. We
cile again: Next, the gggregate templales were used to recognize
approximately 300,000 isolated characters Mhaving peint sizes of
10, 12, and 14 and g wniform wixtire of 12 connnonky used fonls.
The data was generaled on one QMS-810 PostScript laser prinfer,
Nao errors were incirred, These papers may lower the curtain
en rescarch on isolaled greenhouse characters printed
specifically for testing recognition algorithms,

By 1993, Pavlidis turned his atlention Lo struclural, gray-
scale, postal OCR, His team published three papers on the
subject in PAMI In the fivst paper [91], they developed a
method for tlopographic analysis of the reflectance surface
and for extracting features that approximate the ridge lines.
These are assembled in a graph that can be matched to
reference graphs for the recognition of degraded printed
and hand-printed ZIP codes.

The next paper improved the comparison of the
extracted shape features with the stored prototypes. The
minjor new contribtiion of fhis paper is the use of abstract
definitions of chavacters for prololypes and relinnce on conceptual
miodels for varintions and distortions fo cover the targe number of
forms in which a charqeter may appeqr, |67]. Approximate
graph matching measuros were developed to minimize the
cost of the transformations required to map a candidate
graph into the corresponding prototype graph, 'The match
must, of course, take into account geometry as well as
topology. Testing the system on a 24,000 digil database of
the USPS printed addresses yielded a correct recogniliom
rate of over 98 percent. The resulting errors were classified
to guide further rescarch.

The last paper of this series extended the above method
to unsegmented strings of gray-scanned characters [68]. The
maost reliably recognized characters are detecled first, but
overlapping, underlined, or broken characters can be
recognized as imbedded subgraphs anywhere in the word.
In the final phase, a search of the candidates’ trellis finds the
most consistent succession of characters, The system doces as
well without segmentation as the earlier system did with
presegmenled characters. With multiple prototypes for only
a few classes, it also segments correctly over 90 percent of
12,000 upper-case words, and recognizes 94 percent of the
characters, from another USPS database {(Fig. 4. This is a
remarkable result without exploiting any linguistic context.

Like the above, the research described in the next paper
also benefits both charvacter and word recognilion, but its
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96.2 913 98.5 99.0
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98.8 99.0 99.1 99.3

Fig. 5. Comparison of rasults by individual classifisr and their combinations [26].

emphasis is on classifier combination. From the point of
view of classificr combination, the only difference botwoeen
character and word recognition is the number of classes.
The classifiers can be based on the same or on different
features. It is convenient to use only the ranked lisls of
candidates produced by the classificys because their
confidence and similarity measures may be incommoensiir-
able. The errors produced by different classifiers do, of
course, tend to be correlated (if they were independent,
three ceoperating classifiers weuld solve most recognition
preblems). Nevertheless, classifier combination can pro-
duce a substantial reduction even in already low error rales,

Ho ot al. [26] examined prior proposals for classifier
combination and developed methods based on the Borda
Count, Logistic Regression, and Dynamic Selection.
They also explored the identification of redundanl classi-
fiers. Their results in assigning 1,384 word images to one of
1,365 lexicon entries, using up lo four classifiers, are shown
in Fig. 5. Tor top choice, the 13.9 percent error rate of the
best single classificr is reduced to 6.1 percent for the combao.
The improvement at the lower error rates reported for top-
N is even more dramatic, approaching that of an eracle that
could select the best classificr for each sample.

The conclusion of this paper anticipates Ho's thought-
provoking research on combinations of weak classifiers and
on decision forests, but we now turn to her allempt with
Baird [27] to numerically evaluate the asymptalic classifica-
Hom error on characters generated by Baird's ten-parameter
pscudorandom defect model. This character gencrator
exhibits a strong cenlral tendency, ie., @ relatively small
fraction of the bitmaps accounts for a large fraction of the
samples. In thelr ¢/e discrimination task, the Bayes cvror
was due exclusively to bitmaps that sometimes carry the
label “¢,” sometimes “e.”

Ho and Baird observed that the pessimistic Holdout
Estimate and the optimistic Resubstitution Hstimale con-
verged very slowly even after hundreds of thousands of

training samples of ¢'s and e's, and even for small point-
sizes with fewer possible bitmaps. For small patterns, the
Bayes error is larger because there are more idembeal
bitmaps from the two classes. This may also explain why ¢'s
are more often mistaken for ¢’s than vice versa. {Sparse
bitmaps are generated from cither class, but more often
from “¢,” and are therefore labeled “c” in the training set.
Therefore, every similar “e” in the test set will be
misclassified).

[He and Baird compared three classifiers {nearest
neighbors, decision trees, and distribution maps) trained
on up to 300000 patterns. They found no statistically
significant difference between the orror rates when the
training sets are larger than 100,000 samples, Their
unoptimized nearest neighbors classifior was, of course,
hideously slow with so many prototypes. Aside from the
fascination of statistically-homogenous megasample train-
ing and test sets, their most interesting conclusion was that
the defect paramelers that affect classification most are
blurring and thresholding.

Baird's and others” pscudorandom defect models con-
tinued to atlract interest but it proved difficult to set their
parameters to emulate real data, Li et al, [62] focused on the
difference between the patterns of classifier errors on real
and synthetic data. They proposed four measures of the
error patterns that are sensitive to differences between data
sets. Here, as in all other OCR research, it is essential to
obtain accurale ground fruth (the ugly, but accepted term for
the (rue labels), Kanungo and Haralick [41] proposed a
geometric registration method for aligning the OCR labels
on a page printed from a file of text. The method produces
exact character locations and allows for degradation
through copying and scanning the printout, but unlike
string-matching techniques, it applics only to synthetically
generated (computer-set) pagoes.
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Fig. 8. Oriental fonts {a} Chiness [30]. (b) Korean [58]. (c) Arabic [6].

3.2 Shape Analysis of Oriental Characters structure of ideographs. Mercifully, fewer fonts are used
The classification of Han characters differs from that of commonly than in Western languages (Fig. 6). Hangul has a

Latin characters by the enormous number and complex syllabic script. As many as seven of its 24 phonetic symbols
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can be squeezed into a square character frame in thousands
of ways. Arabic script is alphabetic, but its recognition is
complicated by the changes in character shape depending
on position within a word, and by the presence of
secondarics {dots and zigzags). Partly because Arabic script
is used in 80 many countries, there are many, many fonts.
Aside from its intrinsic difficulty, for many years research
on all these scripts was hampered by the lack of
standardization of the corresponding character codes.

Structural approaches are appealing given the hicrarch-
ical structure of Chinese characters. This struciure can be
represented by constraint graphs [cf. 56] that link each of
the thousands of characters with the 400 basic components
and 20 essential strokes. Huang et al. [30] performed the
graph matching for classification with a cooperative
relaxation algorithm that simulates force-driven elaslic
malching. On “numerous large sets of Chinese characters”
of over 100,000 samples in nine fonts and four sizes,
scanned at 300 dpi, they achicved 95-99 percent recogni-
tion on nearly 4,000 classes (including 96 non-Chinese
symbeols).

Building on another useful approach to many-category
classification, Suen’s team progressively improved decision
trec design [23], [88], [8Y]. The first version selects the best
Walsh cocfficient at each node; the second one concentrates
on analysis of tree classificrs using progressive entropy
reduction; the third applics clustering to minimize the class
overlap between nodes and fuzzy membership to limit the
accumulation of error on each path. Once the tree is
designed for a training set, global training is used to sclect
features and set thresholds at each terminal node, The
classification was tested on samples produced from 3,200
characters using a noise model.

The Korean script was designed on royal order by a
scholar and so might be expected to be particularly
amenable to a syntactic approach. It can also be argued
that Korean characters exhibit so little redundancy that
syntactic analysis is more robust than feature-based
statistical methods, Lee et al. [50] staked their method on
this claim, but see also Nagahashi and Nakatsuyama [58].
The syntaclic primitives are thinned line segments. A set of
377 production rules were derived by inspection and trial-
and-error from a training sct of over 4,000 characters! The
programmed grammar of stroke sequences has attributes of
stroke angle, length, and connectivity, and includes
switches to the next production. On markedly different
data, the recognition accuracy was 95-98 percent. The
success of this method is reminiscent of that of the hand-
crafted rules in the early commaorcial OCR devices. This is a
very readable paper, with a good description of the seript
angd an excellent simplified example.

To recognize isolated Arabic print, Al-Yousefi and Udpa
[2] separated the external sccondanies (dots and zigzags) by a
structural appreach based on projections, then applied a
quadratic Bayes classifier to moment features derived from
the same projections. They call attention to the aspects of
Arabic seripts that preclude emudating methods devised for
Fatin characters, (The essenlially cormected nature of Arabic
print and the position dependence of the symbols also
undermine the value of research on isolated specimens.)
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3.3 Linguistic Context

Character N-grams have been used for contextual OCR
error correction since the mid-sixties, when large lexicons
could not yet be stored, but the first large-scale computa-
tional study of their relevant characteristics was Suen’s [79].
Suen tabulated word-lengths, the growth in the number of
distinet n-grams as a function of vocabulary size, their
word-positional dependence, and the influence of the
selected corpus on n-gram statistics. He advocated taking
into consideration the “context” of the text, such as “novel,
proper names, news items, computer programs, etc.” The
entropy of N-grams (N < 5) of English dictionary words
(without regard to word frequency) was later studied from
an information-theoretic point of view [96].

Shinghal and Toussaint [72], [73] conducted extensive
studies on the application of Markovian assumptions to
Bayesian classification. They popularized the Viterbi algo-
rithm for finding the highest-probability path through the
word-trellis of recognition candidates and inlroduced
modifications to accelerate the computation. They also
investigated the sensitivity of the results to the source
statistics, and the appropriate application of the confusion
probabilitics of a given classifier. Hull and Srihari [31]
bridge lexical and morphological (N-gram) error correction
by quantizing N-gram frequencies to 1 or ¢ depending on
whether the N-gram occurs in a lexicon of valid words.
Altornatives for combining the two appreaches were
compared in [32]. Hoere the Viterbi algorithm was used to
produce the most likely outcome, constrained by the
presence of the output word in a lexicon, Srihari’s 1985
Computer Society tutorial, Computer Text Recognition and
Error Correction, remains a valuable reference on this topic.
Rull was co-editor of Doctment Analysis Systems I1.

A serious effort to extend hybrid contextual correction to
real-life wide-vocabulary documents that may contain
abbreviations and proper nouns that do not appear in the
lexicon, and to misscgmented classifier output, was pre-
sented in [75]. The most likely N-gram based word is
augmented by candidates (word-fiypothesesy within a small
string-edit distance, thus providing additional lexical
candidates and allowing for the possibility of missegmenta-
tion. Special handlers are developed for numerals, punctua-
tion, all-cap words, cte. The final hypothesis selection is
based on a cost model that takes into account the confusion
matrix, the lexicon, trigram frequencies, as well as transient
information collected from words reliably recognized else-
where in the same document.

A word-recognition method based on Left-Right-Top-
Botlom (almost 2D) Hidden Markov Model (HMM) was
proposed for spotting keywords on pootly scanned pages
[48]. On a test of 26,000 words, 99 percont accuracy was
achieved on the same font size, but the recognition
deteriorated on variable-sized fonts,

Striving to eliminate completely character-level segmen-
tation errors, Hull [33] recognized entire sentences using a
probabilistic parts-of-speech grammar, The recognition
primitives here are clustered word shapes (a group of 10
visually similar words is called a neighborhood.) The
procedure is similar to that of a HMM that links word
candidates with the part-of-speech transition probabilitics.
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The experimental results on simulated data generated from
a coded corpus of text support the inclusion of probabilistic
grammars in the contextual OCR repertory. Such grammars
can be generated for any language and sphere of discourse
with a computer-readable corpus of text.

In a refreshing departure from natural language context,
Baird and Thompson [5], taking advantage of the tight
constraints on chess text, buill a system that transcribed 142
complete games from the poorly-printed Chess Informant.
They interpreted all but three of the games correctly,
corresponding to 99.99 percent accuracy on moves and to
99.995 percent on characters. The base shape analysis was
orly 99.5 percent correct. The context here includes the
permissible combinations of symbols (syntex) and the
permissible sequences of moves (semantics). By luack, the
semantic analyzer was already available from Belle, the
computer chess champion. This paper represents a wonder-
ful example of the power of context in the right context.

The recognition methods described so far are all based
on some preconception of the character shapes. It is,
however, possible to cluster well-formed character bitmaps
without any such preconception or training. The resulting
20 cluster labels can then be replaced with the correspond-
ing alphabetic labels by solving the substitution cipher
generated by the reading order of the cluster labels [59].
The Achilles’ heel of this scheme is “imperfect” clustering,
which may separate equivalent forms of the same class
(E & e), merge different classes {c & c), and create
nonconforming clusters (icenociasts) of touching and broken
characters, digits, and punctuation.

Recently, BBN researchers drew on their HMM tools for
speech and handwritten-character recognition to develop a
multifont reader with language-independent algorithms
and shape features, and language-dependent crthographic
rules, character models, lexicons, and grammars [6]. The
orthographic rules specify the orientation and reading order
of the script. The characler models are 14-state transition
graphs of feature vectors extracted from narow over-
lapping bars (frames) orthogonal to a lext line. The word
models are concatenated character models. The language
model (grammar) consists of word-bigram frequencies
derived independently from the scanned training sct.
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Recognition is based on multimodal Gaussian distribu-
tions for the feature vectors. It is assumed that different
modes correspond to different séyles of print. However, the
formulation appears to estimate the style of each frame
separately instead of conditioning the entire character on
the style, This results in an unexpected exponential in the
estimated style probabilities, which surfaces in experiments
on italic and plain fonts. It is compensated by Bazzi et al. [6]
by manipulating the proportions of different styles in the
training data.

The system was tested on large test sels from the
University of Washington, English Document Image Data-
base and from the DARPA Arabic OCR Corpus. The results
indicated that using a 30,000-word English lexicon and
word-bigram frequencies reduces the error rate by about a
factor of three over use of character bigrams and trigrams
alone (called open vocabulary recognition). Combining them
gives almost ancther factor of two, The error rate on English
was about three times lower than on Arabic. The authors
speculate that this was caused by the intrinsic similarity of
some Arabic characters, their connectedness and ligatures,
wider font diversity, and lower print quality.

Now, we menton three papers thal developed techni-
ques for other purposes but may also have applications in
contextual document processing. Tanaka and Kojima [81]
presented a fast, clever, multistage string-correction algo-
rithm based on hierarchical files. Qommen [65] improved
the computational time and space requirements of con-
strained edit distances for recognizing noisy subsequences.
The constraints favor particular edit operations. He demon-
strated the algorithm on long, corrupted strirgs from Duda
and Hart’s immortal Pattern Claasification and Scene Analysis.
Wang and Pavlidis [90] found the optimal correspondences
to code words of string subsequences. They formulated the
string-to-regular expression comparison with a large
alphabet and applied their algorithin to the conlinuously-
variable widths of individual bars to decode scanned
Universal Product Codes {UPC).

3.4 Document Image Decoding
A radical paradigm shift that unifies some aspecls of
preprocessing {e.g., line finding), layout analysis, and
characler recognition, was Kopee and Chou's [45] Docunerit
Limage Decoding. DID draws, on one hand, on communications
theory and on successful applications of HMM to speech
recognition and, on the other, on the side-bearing model of
charactor placement and on simple models of neise for
printed pagoes. They model cach columm of lext as a Markov
source (Fig. 7) whose transitions generate character place-
ments, white spaces, line feeds, carriage returns, and
character bitmaps that are degraded by printing and
scanning (“channel noise”). The decoding process, based
on dynamic programming, attempts to identify the most
likely sequence of transitions from the observed pixels. The
required input consists of character templates that produce
nonoverlapping character bitmaps, transition probabilities
of character classes, and the frequencies of lransitions that
govern the layoul.

A model with 1,700 nodes and over 6,000 branches was
run on 48 columns from ten pages from the Yellow Pages in
about 36 hours (on a SPARCstation10). The error rate on Lhe
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listings was less than 2 percent for naines, and less than 0.5
percent for telephone numbers. For this task, the font
metries and sample characters were extracted from training
pages with a bitmap cditor (which was a noteworthy
contribulion in its own right}. The character templates were
obtained by manual labeling of bitmap clusters. The
asymmetric bil-flip channel parameter was estimated from
the variation among the glyphs in a cluster.

Within a year or so, Kam and Kopee [39] speeded up
their reader by up to 25 times, depending on the regularity
of the layout. The key was factoring the model into separate
Markov processes for herizontal and wvertical traversals.
Heuristically bounding the confribution of unlikely paths in
the Viterbi trellis allows concentrating the processing for
each line of text along its baseline and, therefore, on a single
chain of character-to-character transitions. The heuristics
that allow truncating unpromising paths exploit the
consisteney of black pixel distributions at different heights
abovo the baseline, the strong vertical stroke structure, and
the carrelalion between neighboring pixels at 300 dpi.

The next contribution was an improved method of
template generation from labeled samplos of text [46]. It is
an iterative waltz: 1) estimate glyph alignment with the
current parameters; 2) refine the template estimates by
aligning and thresholding the glyphs of cach class; 3) refine
the channel parameter estimates. The initial template
estimates are composite bitmaps generated from four
PoslScript fonts. The results compared favorably with those
of TextBridge in a test of aver a million characters of body-
text, especially when a fow of the templates were manually
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edited. Kopec and Lomelin [46] found that using incorrect
TextBridge labels, instead of the ground truth, for
supervised templale estimation required additional tem-
plate editing. This is the only comparison that we found in
PAMI between a research classifier and a commercial {albeit
in-house) classifier.

4 PaAGE DECOMPOSITION

As mentioned in Section 1, page decompesition can be
divided according to the nature of the extracted structurc.
To facilitate OCR, it is necessary only to separate text from
nontext. Further processing is facilitated by partitioning text
into columns and paragraphs, nontext into line art and
halftones, and demarcating tabular regions. Beyond this
point, there is a choice between detailed modeling for
identifying logical and functional components througli
typographic attributes, and delaying such analysis until
the OCR results are available,

All of the work on physical decomposition that we
found, and report in Section 4.1, was published since 1993
and addresses technical journals, Twe papers in Section 4.2
are about logical decomposition, i.e., identifying document
components for content-based processing, They analyze
technical articles and mail sorting., Section 4.3 covers tables
and forms (and so does the first paragraph of Section 4.1},
We consider fgbles as a means of presenting information,
and forms as a means of collecting information [21]. They
can be distinguished according to whether the cells are
printed at the same time as, or befove, the cell contents, We
group them together because forms often have a tabular
layout; therefore, many processing steps are similar.

4.1 Physical or Geometric Layout

The table of contents of technical journals exhibit a pleasing
variety of layeuts and chalienging configurations of title-
author-page associations. A converted machine-vision buff
developed a robust, rotation-invariant, data-driven mothod
for extracting complex page layouts including tables of
content (TOCs) [63]. Document spectrum {docstrum) analy-
sis clusters the connected components by a nearest-
neighbors algorithm with an orientation-sensitive metric
(Fig. 8). Most of the required parameters are estimated
adaptively from size histograms on the page. Docstram was
successfully applied to thousands of TOCs at the Bell
Laboratories Libraries” RightPages information diffusion
system. Subscquently, O'Gorman and Kasturi co-authored
the influential and reference-studded Documient Tmage
Annlysis.

Multiscale segmentation methods that are popular in
machine-vision can also be used to partition a gray-scanned
page into fext, image, and graphics regions [19], Rotation-
invariant features at different scales are derived from
wavclet packets. Neural noetworks are used to difforentiate
the textures. Neighboring blocks are fuzzily combined by
weighted voting within and across scales. Because texture
or frequency based layout analysis often results in nested
labels, model-based postprocessing was required to recover
the rectilinear layout of the page.

An intuitive and quite general model of the rectilinecar
physical layout of technical journals ied to efficiont
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bottom-up extraction of the text structure [74}. The reading
order is found by traversing a minimum spanning frec
where the edge lengths are the larger of the horizontal and
vertical distances between the bounding boxes of connected
components. The subtrees of the tree correspond to physical
layout units. Although the model assumes horizontal text
lines, it tolerates up to 5 degrees of skew. With the addition
of a few heuristics, a test on 98 pages from three journals of
chemistry required manual correction of only seven pages.

After extensive experimentation with Gabor texture
filters implemented as convolution masks on gray-scale
document images, Jain and Yu [34] developed a much faster
bottom-up method to partition a page into columns of iexi,
drawings, images, table vegions, and ruders. Following the
application of a hierarchical Flough transform to connected
components, the estimated skew is accommodated by
introducing generalized text lines. Foreground pixels are
grouped into rectangular blocks with adjacent same-length
horizontal runs preserved as nodes in a Block Adjacency
Graph (BAG); see [38] for a similar idea. The BAG nodes are
successively grouped into connected compoenents, text lines,
and region blocks, and simultancously inserted into a novel
page model. The segmented regions are classified using
empirical rules and thresholds. The model is a tree where
the branches of the root correspond to the five types of
entities, and the leaves are the BAG nodes. Selected results
from performance tests on 150 varied page images are
illustrated in color, The paper contains an informed analysis
and a thorough literature review of geometric and logical
page decompesition,

All commercial OCR systems provide the option of
manual or automatic zoning (the decomposition of the page
into text and nontext regions). The worst error made by
automatic zoning is decolumnization, which fuses adjacent
columns and requires very unpleasant postediting. In the
context of the OCR evaluation conducted at the Information
Science Research Institute, Kanai et al. [40} proposed a
method for evaluating zoning accuracy accerding to a
string-edit metric between the OCR outputs on autcmati-
cally and manually zoned pages. Other methods for zoning
evaluation are based on geometric comparison of the zone
coordinates or of the assignment of individual pixels to the
two classos.

4.2 Logical or Functional Layout

Krishnamoorthy et al. [47] combincd the nested X-Y tree
decomposition of rectangles into reciangles with recursive
horizontal and vertical application of a publication-specific
"block grammar" to determine the major logical compo-
nents of technical articles. This model-driven approach
isolates specific document components for selective OCR.
The effort required to construct the grammars in lex/yacc
notation is a drawback, as is skew sensitivity.

Although Cohen et al. [14] developed the following
process for handwritten addresses, it appears equally
applicable to print. Each part of the process is splendidly
illustrated in the paper. The system (euphoniously called
HWAIS) segments the address into lines and words (a
nontrivial task) and parses the gray-scale, 300 dpi address,
according to the permissible sequences of P.O. Box, street
nuimber, street, city, stete, and 5 or 9 digit zip-code. Abbrevia-
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tions are expanded. The confidently rocognized fields are
used to assist the recognition of the remaining fields
through postal zip-code, street, and street number
directories, The final objective is to assign the eleven-digit
delivery point code (DPC). Postal recognition systems are
set to run at a low error rate, and route rejects to a data
entry terminal.

In some applications, document classification is a
necessary precursor of interpretation. A distance measure
based on a machine-learning approach was thoroughly
analyzed in [18]. It measures the difference between two
structural descriptions (expressed as well-formed formulas
in Michalski's extension of the predicate calculus for
inductive inference} in terms of substitutions leading to
the most general unifier. Bsposito ot al. [18] mention, and
describe in detail elsewhere, the application of this
recondite formulation to the classification of 35 document
images into seven classes using primitives like width,
height, and relative position.

4.3 Tables and Forms

Ruled forms and tables lie in some sense between our
cafegories of text and graphic documents. They arc a
latecomer to PAMI (in fact, none of the papers below
address fables), but over one hundred papers on the subject
have been published.

Starting out before 1990, Watanabe and his colleagues
[92] developed powerful methods for analyzing and
classifying many different ruled layouts (primarily [apanese
business forms). Theit representation is a classification tree,
each leaf of which points to table-specific global and local
structure trees. The classification tree is used to determine
whether an incoming form is one of the current set; if nat, a
new leaf is sprouted. The nodes of the shructure trees are
single and repeating blocks. There are very few restrictions
on accepted layouts. The most exciting aspect of this
formulation is dynamic table-knowledge acquisition,

Yu and Jain [97] applied BAGs (see above) to the
extraction of form frames and preprinted data, Templates
were constructed from empty forms and correlated with
filled-in forms. Once the form was registered, they first
extracted the prevalent horizontal rulings, then traced them
to the vertical rulings. The strokes of characters that overlap
the frame are reconstructed after removal of the line,

A data rather than model driven method to remove
rulings was presented in [82]). The novelty of the paper was
not so much the removal of long horizontal and vertical
lines, which is done routinely by a variety of methods in
commercial forms processing, but that it was done with
two-dimensional multiresolution wavelet analysis (MRA).
Experimental results were demonstrated on three financial
forms. According to the authors, "They indicate superb
performance of the proposed new approach for document
processing.”

Informys (Inwoice-like forni-reader system) is a high-level,
approach to form data extraction [12]. The system processes
rulings, logoes, Instruction fields, and information fields.
These are represented by nodes of attributed graphs whose
arcs correspond to the relative pesitions of linked items.
Therefore an information field can be identified not only if it
is in a fixed location, but also by its position relative to a
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Fig. 9. Invoice form showing features used as fiducial marks [12].

fixed reference object, or by its relative position with respect
to fwo unfixed reference objects, The reference objects, like
logos and instruction fields, are recognized with neural
networks. The text is recognized by whole-word recognition
and by string-matching against the model text (after
character recognition). The madel for each form is con-
structed with an interactive system. The system was tested
on almost three hundred invoices (Fig. 9) with few errors.
The article contains a short analysis of alternative ap-
proaches to forms processing.

5 GRAPHICS RECOGNITION

The papers in the first subsection address operations on
pixels, runs, and line segments. The second subsection pans
a wider range of abstraction from graphic symbols to
netlists and three-dimensional interpretation,

5.1 Primitives Extraction

DI Zenzo et al. [15] presented their formal analysis of the
GR (Graph Representation} of a bilevel image long afler
applying it to the large-scale conversion of land register
maps, The GR is a general-purpose structure of adjacent
foreground runs similar to the LAG and the BAG. Tt can be
used for extracling connected components, Buler numbers,
diameters, convex hulls, concavities, and convexities. It is
also an efficlent data structure for vectorization.

Because of the large size of maps, there is a premium on
speed. Yamada et al. [95] developed a set of multiangled
parallel (MAP) anisotropic neighborhood operations, that
they called directional morphology, for cartographic fea-
tures. They extracted linear features and hatched areas
using a VITec image processor attached to a SUN. The main
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contribution of this papor was the extension of the multi-
plane computational framework to symbol matching.

The fundamental problem in line art analysis is accurate,
fast vectorization. Since most drawings consist of an
overwhelming majority of background pixels and long
chains of connected foreground pixels, the trick is fo avoid
processing all the background pixels while recovering the
continuity of the foreground pixels. Most vectorization
algorithms approximate curved lines by sequences of short
straight-line segments, but that only postpones interpreta-
tion. Dori [16] applied to arc segmentation the orthogonal
zig-zag vectorization {OZZ) algorithm that he had devel-
oped a few years earlier. The basic zig-zag algorithm finds a
chain of “bars.” Arc centers are hypothesized at the
intersections of the perpendicular bisectors of straight-line
segments with monotonically changing slopes. More com-
plex pixel-level processing is required ko detect circles,
locate accurately the center and end points of circular arcs,
maintain continuity with tangent lincs, and alleviate the
effocts of small holes and islands.

Further experimentation evidently convinced Dari's
group to base arc segmontation on fully vectorized images.
The resulting incremental method [93], that progressively
checks the cocireularity of clustered arc fragments, is faster
than the above hybrid method. it is also very acawrate, as
demonstrated both on a multitude of synthetically gener-
ated bitmaps and on a “host” of real-life drawings including
dashed arcs, The algorithm was reported to work well on
arc segments greater than 10 pixels in radius, =/4 in angle,
and one pixel in width,

Dori also revisited OZZ and turned it into the Sparse
Pixel Vectorization (SPV) algorithm [17]. SI'Y approximates
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arc fragments more acarately and visits only a subset of
points on the medial axis of a segment, The tracing bounces
from the edge of a strip to its center and, hence, to an edge
further along the curve. Points between the detected center
points are interpolated. Line width is preserved. Special
provisions are, of course, necessary for line endings,
junctions, and intersections. Several quality measures were
developed and applied to vectorization of complex draw-
ings from different sources. As expected, the algorithms
performed well. Tt takes 3 to 5 seconds for a 1,000 x 1,000
pixel drawing with moderate line densities. The code for
Sun Solaris is available by ftp. This article contains an
informative discussion of vectorization and of the pros and
cons of alternative approaches.

The separation of text from graphics has been challen-
ging researchers for many years. A recent communication
in PAMI [54] proposed extracting the text by erasing all the
pixels that are part of long lincar components, are in regions
of low stroke density, belong 1o large dense configurations,
or are not adjacent to a string of similar components. This is
accomplished in a scries of steps that draw on the
recognition of already identified components and gradually
isolate the text. The method was demonstrated on many
examples, some with mixed Chinese/Latin/Greek/Arabic
lettering or digits. Although most of the text was extracted
successfully, it is marred by graphics residuals that would
impede recognition.

5.2 Drawing Interpretation

In 1983, Bunke [8] extended the notion of attributed
programmed string grammars te graph grammars. Pro-
grammed grammars control the order in which productions
are applied. An attribute can be the location of a vertex or
the length of a line segment. The graph grammar acts as a
generator to transform the graph representation of an input
drawing to the graph representation of its description. The
method was applied to schematic diagrams. Extensions
were presented, without any direct application to graphic
docaments, in [55]. In addition to his influential work in
DIA, Bunke hosted and edited the 1992 55PR, and was co-
editor of the Handbook of Character Recognition and Document
Image Analysis.

Sometime before 1983, researchers at the Toshiba
Rescarch and Development Center reached the remarkable
conclusion that drawing logic circuit schematics carefully
on paper, scanning them on a drum scanner, recognizing
them using a special-purpose computer, and correcting the
residual errors with an interactive computer-aided draft-
ing/design system, would be about twice as fast as entering
and correcling them with CAD tools alone. Ozaki and his
colleagues [66] developed the required automatic drawing
interpretation systern. Their article, which is one of the few
detailed descriptions of an operational graphics-recognition
system, has been widely cited. Even now, it represents an
endeavor far beyond the scope of most academic
rescarchers.

Ozaki ct al. [66] focused on the recognition of loop
symbols that occur by the hundreds in logic diagrams, Their
decision-tree-controlled approach combined connected
component analysis, thinning, filtering, line tracing, multi-
ple clipping-windows, 2 x 2 masks, geometric and topolo-
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gical features, and digital templales derived from drafting
templates. They distinguished 93 classes of symbols divided
into 14 subcategories. The image processor was implemen-
ted with special-purpose, pipelined, multiprocessor hard-
waro (this was probably initiated about 1980; the same issuc
of PAMI contains two articles about parallel image
processing computers of the same vintage}, An interaclive
decision-tree editor provided the required support for
adding new symbols and characters to the recognition
logic. Character recognition was accomplished with atirib-
uted string matching developed earlier,

The system was tested in the development of 79 gate-
array circuits on over 850 drawings of up to JIS Al sive
{594 mm x 841 mm), gray-scanmed al 250 dpi. The 10
participating draftsmen woere held o strict drawing
standards. The symbols wore recognized with less than
1 percent error and less than 3 percent reject. Processing Al
drawings took 30 minutes, of which half was taken for
symbol and character recognition, One cannol help won-
dering how much the trade-off between interactive graphics
entry and automated drawing recognition has been affected
by their relative progress in the intervening years.

At about the same time, Kasturi, al Pennsylvania State
University, began to systematically tackle the various
subtasks of graphics conversion. With Fletcher, he extracted
strings of text from line drawings [20]. Their method is
based on connected component analysis followed by the
application of the Hough fransform to find isolated
collinear blobs of the size predicted by area-histogram
analysis of all the components. The paper contains a listing
of the requireraents on the size and spacing of the
characters for robust text extraction. (This paper really
belongs in Section 5.1, but is included here for continuity.)

I 1990, with a large group of M5 students, Kasturi [42]
developed the tools necessary to identify outline and solid
polygonal objects and their spatial containment hicrarchy,
circular arc segments, hatched arcas, dashed lines, con-
nectors between objects, and text strings (including phrases
and words touching or overlapping the line art), They
exploited many of the same graphics techniques as Ozaki ct
al,, including connected components, collinear component
grouping, thinning, boundary tracking, loop analysis. The
image-specific parameters and threshoelds that would have
to be modified for different applications ave tabulated. A
test image developed for tuning some of the algorithms
(Fig. 10) found application as a benchmark,

The next correspondence, with Lai, addressed an
impottant component of mechanical drawings, the dimen-
gion sets. This was also the targot of Dori’s early research,
published elsewhere. ANSI dimensions have a complex
syntax for arrowheads and tails, leaders, datum markers
and feature control frames. They are normally cither
horizontal or vertical, and although the leader pairs may
cross other graphic components, the lettering is isolated. To
avoid confusion with dashed lines and to take advantage of
the isothetic orientation, Lai and Kasturi [49] abandoned the
Hough transform and resorted to tracing the text sirings
from small connected components suspected of
characterhood.
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A large (20,000 lines of C code} and principled experi-
mental system modeled on the human perception cycle is
presented in [35]. The incremental analysis strategy is
imbedded in 191 yace rules that generate a 313-state parser
that controls a set of low-level image processing routines, A
set of schema classes describes solid, dashed, and chained
lincs, solid and dashed curves, cross hatching, physical
outlines, text, witness and leader lines, and certain forms of
dimensioning. Each schema maintains geometric and
structural dlescriptions of the entity it represents. Tracing
the drawing can be initiated automatically and refined with
interactively specified start points and radil. The atticle is
concernaed more with methodology than performance. Like
Kasturi's, the system bad no provision for text recognition,
but it could reconstruct (render) the recognized data
structure for comparison with the original. Joseph and
Pridmore [35] pointed out that evaluating the system by
comparing its output with the “correct” CAID file would be
difficult because of the many equivalent CAD models of a
drawing.

The focus of MARCO is map retrieval by content using
database techniques [69]. MAGELLAN (Map Acquisition of
Geographic Labels by Legend Analysis) is the front-end
image processing system for MARCO, Samet and Soffer
used Khoros (an image-processing software development
system} to extract symbols from 280 256 » 25G pixel bilevel
tiles of the red symbol layer of a large-scale map of part of
Finland, scanned at 240 bpi. They also scanned, at lower
resolution, the corresponding colored composite map.
Twenly-two classos of symbols were identified by a
modified nearest-neighbors comparison of feature vectors
(moments, citeularity, eccentricity, intersections, ctc.) with
prolotypes extracted from the Tegend. The classification
was conducted in a user-verified mode on the first 50 tiles
only. Misrecognized symbols were added to the prototype
library. The remaining tiles were processed automatically.
The label, certainty {confidence value), location and
scmantic category of the 1,093 extracted symbols were
stored in a relational database, In addition to the usual SQL
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interface, an easy-to-use GUI was developed. Most of the
extensive tosting addressed the image indexing and spatial
information retrieval aspects of the system, using queries
like-display afl layer tiles thai contain a beach and display afl
compesite and layer tiles that contain an afrfield nertlt of a beach.

Interpretation of complete schematic diagrams that
consist of symbols linked by conmection lines is the topic
of [98]. The test set of over 100 drawings included clectrical
cireuit diagrams, logic circuils, chemical plant schematics,
and flowcharts. The oulput was a graph or a textual netlist
indicating the location and type of symbols and their
connectivity. After out-sourced thinning and vectorization,
and in-house manual text removal (required, unlike in [35],
where the text is boxed without recognition), the graphic
symbols are extracted using generic segmentation rules and
matched to a domain-specific library that contains hier-
archical symbol descriptors, The drawing is then traversed
to identify the connectors and any missed symbols, The
systermn contaings an interactive error-correction phase that
automatically logs every usor intervention, but many of the
drawings were processed perfectly in a few seconds.
Contributions were coupling domain-independent algo-
rithms with domain-specific knowledge bases, and evalua-
tion by interactive correction. The article ends with a cogent
literature review.

The remaining articles assume that the necessary low-
level processing has already been accomplished. They
signal that graphics interpretation is waiting in the wings.

An influential paper that traces the evolution of con-
straint satisfaction algorithms over more than a decade is
Mulder et al. {536]. The main theme is the integration of
constraint satisfaction with a hierarchical schema-based
representation. Examples arc given of the applications of
three generations of Mackworth's Mapsce to sketch maps.
An example of a constraint is! If @ closed curve in a land-sea
map contains only one other closed cuwrve, they cannot both
represent the external shorefine of aun isfand. Subsequently,
constraint satisfaction proved useful for “beautlfying”
vectorization.

Bergevin and Levine [7] also analyze idealized sketch
maps using constraints, but their goal is the characterization
(using geoms) and identification of a three-dimensional
object (pot, flashlight, ironing board, stool, wineglass) from
a single two-dimensional view. Because the emphasis is on
high-level intogration, some of the low-level operations are
carried out by hand. The main themes are part segmenta-
tion, part labeling and object model matching using
Biederman’s recognition-by-components (RBC) notions.
The conclusion of the arlicle addresses weak points of the
approach that require further rescarch.

Finally, two articles by Nalwa [60], [6]1] examine the
constraints on orthogonal projections of straight lines and
conic curves, and those induced by bilateral (reflective)
symmetry as seen in two-dimensional sketches of three-
dimensional objects.

6 OUTLIERS

Any clustering algorithm must deal with outliers, and ours
is no exception. We summarize here, some contributions
that are not near neighbors of any of the ones above.
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An expanded index generated by garbling the stored
index terms according to the confusion matrix of an OCR
device can improve precision and recall [57].

You can tell a book by its cover. That is what
Gotoh et al. [22] set out to prove. They scanned three
sots of 750 magazine covers in a wide range of
orientations, One set was used for training and two for
recognition. Different issues of the same magazine were
considered separate classes. With some tuning, they
reached a recognition rate of 94 percent using decision-
tree-based clustering,

Peak locations in the waveforms of transversal scans
of alternating black and white bars are less sensitive to
blur than edges. Joseph and Pavlidis [36} demonstrated
that a decoder based on careful analysis of the peaks
compared favorably with commercial bar-code recogni-
tion rates of the order of one error per million. Bar codes
are often used in decument indexing and some scanners
have a bar-code printer.

Using the word document, in the sense of personal
document, or photo identificalion card, the irrepressible
O’Gorman proposed with Rabinovich, a method of secure
document verification {64]. His objective was to determine
whether a scanned photo is, or is not, the same as the
originally scanned photo. Differences in the photo-signature
between the two digitized images may arise due to scanning
and to physical deterioration of the printed photo between
the two scans. The method encodes several multiresolution
versions of the photo {constructed from the highest
resolution image) into a few dozen bytes according to the
relative intensities of adjacent pixels. The photo-signature (a
well-chosen term) yielded error rates of under 1 percent on a
few hundred smaill mug shots (from the NIST database)
gray-scanned at 300 dpi. O'Gorman suggested that the
signatures be stored in a central database, or combined with
some textual information, encrypted with the ANSI stan-
dard Digital Signature Algorithm, and stored on the
identification card itself. Alternative identification methods
based on signatures, fingerprints, and face recognition are
discussed elsewhere in this issue.

7 PROBLEMS SOLVED AND PROBLEMS REMAINING

We are now ready to look back at whati we have wrought in
the last 20 years. Mulling over what we have seen in PAMI
and elsewhere, we shall try to assess how far we have come
and where we are heading,

7.1 Problems Solved
Our work is getting easier! The major boon to DIA has been
the advent of CCD scanners that arc far superior to the CRT
and drum scanners of the pioneers. Comsistent, high-
volume, high-resolution, gray-scale, and color digitization
is no longer a bottleneck in research. The capabilities of
desktop workstations keep overtaking those of special-
purpose image-processing architectures. Lossless bilevet
page compression has become mainly an issue of standar-
dization. ]JBIG provides even higher compression than
CCITT-G4 and [BIG-2 will offor the long-sought means of
information extraction from compressed documentis.
Preprocessing has come a long way. Adequate techni-
ques are available for binarizing high-contrast documents.
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On the other hand, it may be time to concede that many
decument images cannot be binarized without extensive
gray-level analysis (that undermines the cconomies of
binarization). Additive noise and isolated specks have been
filtered and averaged out and are now on the endangered
species list. Many good techniques have been developed for
precise global skew estimation (but this is now less
important than accurate word bascline determination).
Excellent methods are available for lacating all the text on
high-contrast printed pages down to the word level with an
accuracy that exceeds that of subsequent steps.

Techniques for recognizing isolated document-objects
may already have reached a platean. The error rate on
isolated characters, OCR fonts, clean print, and one-
dimensional bar codes is so low that it is difficult to
conduct significant experiments in a research setting. That
is also the case for segmented graphics primitives and for
vectorization of high-quality line drawings and map
separates. String matching turned ont to provide a sound
foundation for accurate OCR evaluation and benchmarking,
and informative error-reporting formats have emerged.
Equally reliable comparison methods have been proposed
so far only for computer-gencrated graphics.

Current model-driven methods can home in on the
framework of most forms and tables. Adequate interactive
methods are available for model specification starting with
cither blank or filled-in forms. It appears that robust
validation of cell content in known forms can be accom-
plished with cross-checks and ad hoc methods that access
databascs, directories, and dynamic work-flow systems, but
no supporting theory has emerged so far. It is time to move
beyond table geometry.

Among minor achievements, DIA-oriented interpreta-
tions have been discovered for almost all of the 26° TLAs
(three-letter acronyms). Will FLAs be next?

7.2 Problems Remaining

There are still a few aspects of preprocessing that might
benefit from increased attention. Hxploiting compressed
formats for improving the speed of subsequent proces-
sing remains appealing. We need to find better fechni-
ques for color separation of few-color documents and
halftone backgrounds or exploit color as we do gray
scale. The reconstruction of overlapping rulings and text
(often the result of printing from mulliple source layers)
needs building on some good beginnings.

We arc far from being able to convert complex engincer-
ing drawings and maps to any CAD format. Instead of
attempting to build graphics interpretation from the ground
up, perhaps we should begin where the commercial
systems leave off. To the extent that human intervention
remains necessary, we might give more thought to where it
is best applied and how the automated parts of the system
can profit from it,

OCR rescarch must aim to decrease error rates by more
than an order of magnitude on poor images from old fax
machines, copicrs, or high-speed printing on cheap paper. i
is vexing that language context helps least where accuracy
is most important, as on proper nouns and numeric fields!
Several directions can be explored:
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Feature-based multifont document image decoding;
Adaptation of more direct HMM methods to two-
dimensional document pixel maps (instead of con-
sidering text lines as a form of speech);

» Large-vocabulary word or partial-word recognition

combined with word-transition probabilities;

» Style-based recognition that exploits consistency of

typeface, layout, and document quality; and

+  Application-oriented benchmarking and classifica-

tion of technicques.

We can never resist proselytizing for learning and
adaptation. Perhaps static recognition is now good enough
to lake a fresh look at dynamic systems. Confidently
recagnized patterns can help identify their more ambiguous
brethren. (The speech community is certainly moving in
that direction. Bootstrap training is widely used for HMM).
Lxploiting feadback from human editing and downstream
validation software that reflects the application-specific
arror patterns should lead to systems that improve with
use. Recent theoretical resulls that oxplore the combination
of supervised and unsupervised learning might apply.
Perhaps the 555 (syntactic, structural, and statistical)
federation should seck a rapprochement with the
machine-learning community.

Decument content tagging is just around the corner, XML
will play an important role as a target representation in
application-specific DIA. Extracting XML tags will require a
principled approach to the critical interface between DNA
front-ends and back-ends that incorporate database manage-
ment systems, work-flow, or formal table-models. Similar
considerations apply to drawings and high-level CAL/
CAM data interchange standards, and to maps and GIS. DIA
products cannot be expected to function in isolation,

Computer-generated documents in impoverished digital
formats that preclude full access to content are proliferating.
Aspects that differentiate such indigenous document images
from scanned documents provide fresh opportunities for
DIA, and help to legitimize claims to multimedality.

Better cvaluation remains, as always, on the to-do list:
metadata for mostly-text, live documents for mostly-
graphics, and content-based evaluation for everything.
What are representative documents? We still have no idea
how to conduct a document census, especially on the web.
Nor do we know how to systematically select and combine
techniques (1.e., design systems) for specific document types
and application requirements.

We hope that we have inspired you to browse some of the
back issues of PAMI (at least those that are alveady posted
on the web—at the time of writing the rest are still waiting
for improvements in DIA). That is all, at least for now.

APPENDIX A

GLOSSARY

ANSI: American National Standards Institute

ApOFIS: A priori Optical Font Identification System

ASCII: American Standard Code for Information
Interchange

BAG: Block Adjacency Graph

CAD: Computer Aided Design (or Drafting)

CAM: Computer Aided Manofacturing

CCD: Charge-coupled device
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CCITT: Comite Consultatif ¢le Telephonie et de Telegra-
phie

CRT: Cathode Ray Tube

DATS: Document Attribute Format Specification

DARPA: Defense Advanced Research Projects Agency

DAS: Workshop on Document Analysis Systems

DBMS: Database Management System

DIA: Document Image Analysis

DID: Document Image Decoding

DIMUND: Document Image Understanding (DARPA
project)

DOCSTRUM: Document Speclrum

DPC: Delivery Point Code

DPI: Dots per inch

DR&R: SPIE Symposium
Recognitionand Retrieva

DXH: Document eXchange Format

GIEF: Graphics Tmage File Format

GIS5: Geographic Information System

GR: Graph Representation

GUL Graphical User Interface

HMM: Hidden Markov Model

HTML: Hypertext Markup Language

HWAIS: [andwritten Address Interpretation System

[CDAR: International Conference on Document Analysis
and Recognition

ICPR: International Conference on Pattern Recognition

[JDAR: International Journal of Document Analysis
and Recognition

Infomys: Invoice-like form readet system

IR: Information Retrieval

IRS: Internal Revenue Service

ISRT: Information Science Research Institute (Las Vegas)

JBIG: Joint Bilevel Image Experts Group (encoding
standards)

JIS: Japanese Information Society

LAG: Line Adjacency Graph

MAGELLAN: Map Acquisition of Geographic Labels by
Legend Analysis

MAP: Multiangled Parallel {more often, Maximum
A Posteriori)

MARCO: Map Retricval by Conlent

ML: Machine learning

MRA: Multiresolution Wavelet Analysis

NIST: National Instifute of Standards and Technolegy

OCR: Optical Character Recognition

ODIL: Office Document Image description Language
(based on SGML)

OZZ: Orthogonal Zig-Zag

PDF: Portable Document Format (Adobe)

P-SPICE: Personal Simulation Program with Integrated
Circuit Emphasis

RBC: Recognition by Components

RLC: Run Length Coding

RTT: Rich Text Tormat

SDAIR: Symposium on Document Analysis and Infor-
mation Retrieval

SGML: Standard Generalized Markup Language

SPARC: Scaleable Processor Architecture

SPV: Sparse Pixel Vectorization

SQL: Simple Query Language

on Document
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55PR: Workshop on Structural and Syntactic Pattern

Recognition
TOC: Table of Contents
TIEE: Tagged Image File Format
UPC: Universal Product Cade
USPS: United States Postal Service
XDOC: Xerox TextBridge rich document format
XML: Extensible Markup Language {based on 5GML.)
ZIP: Zone Improvement Program
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