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Abstract

We present a method of classifying a pattern using infor-
mation furnished by a ranked list of templates, rather than
just the best matching template. We propose a parsimonious
model to compute the class-conditional likelihood of a list of
templates ranked on the basis of their match scores. We dis-
cuss the estimation of parameters used in the model. The re-
sults of maximum likelihood classification on isolated digit
patterns consistently show a 10-20% relative gain in recog-
nition accuracy when we use more than one top-template.
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1. Introduction

The simplest definition of template matching may be
the following: “Masks match unknown shapes to standard
shapes, or templates.” [4].

We identify hand-printed digits according to a list of
templates ranked by match-scores. Each template is con-
structed using only samples from a single class, but there
may be more than one template per class. According to the
literature, most commonly the class of the top-ranking tem-
plate is chosen as the class of the underlying pattern. The
relative values of the scores of the top and subsequent tem-
plates are sometimes used in deciding whether to reject the
pattern. We endeavor to use the rank-order of several tem-
plates to improve on top-template classification.

Template or mask matching is one of the oldest tech-
niques of character recognition and has a rich literature. In
1929 Tauschek applied for a patent (granted in 1935) on a
recognition system for the ten printed digits based on opti-
cal stencils [6]. The work up to 1961 is admirably analyzed
in Mary Stevens’ great survey [5]. Young and Calvert, in
their 1974 text, stated that “There is no real evidence that
multi-font character recognition machines with high quality
input can profit from features more complicated than char-
acter masks, except possibly by building in tests for charac-

ters that are frequently confused.” [8]. Among the pattern
recognition texts that we have seen, the most thorough treat-
ment of template matching for OCR is Ullman’s [7]. Design
and construction of templates, similarity measures, match-
ing algorithms, and hardware and software implementation
of template based classifiers have been subjects of extensive
research for decades.

In view of the attention received by template matching
over the years, it is surprising that we have not been able
to find any work on classification based on the likelihood
of an entire list of templates rather than only on that of the
top template. While ranked lists have been used in com-
bination of several classifiers in a post-processing stage as
described in [1, 2, 3], we focus on information furnished by
lower ranked templates in a single classifier. Our task be-
gins after the templates have been constructed and applied
to a set of sample patterns. Therefore the only information
available to us for classification is a list of template scores
for each pattern in a training set and a test set. We compare
our results to that obtained by top-template classification.

Conceptually, the principal difficulty is that the number
of possible rankings of templates grows exponentially with
the length of the ranked list. The problem is not so much
that of computing power, but of the sample size required to
estimate the probability of occurrence of each list. There-
fore either the underlying probabilistic model must be dras-
tically simplified, or the number of templates considered
must be curtailed.

In the next section we develop our probabilistic model
for the generation of template lists. In Section 3, we de-
scribe the estimation of the model parameters from a train-
ing set of ranked lists. In Section 4 we summarize our ex-
perimental results and conclude with a discussion in Sec-
tion 5.

2. Likelihood from ranked templates

Let there beN classeswn; 1 � n � N andM tem-
platesTm; 1 � m � M . There is at least one template



for each class, soM � N . For each input pattern, a tem-
plate matching procedure reports aranked listof Q (� M )
best matching templates[t1; : : : ; tQ], where eachti takes up
values in the setfT1; : : : ; TMg. The list is sorted by good-
ness of match andt1 represents the best fitting template(top
template).

The parameters of our model arepwn;Tm
4
= PfTmjwng

i.e., the probability that the template matching procedure
picksTm as the top template, given a pattern of classwn.
We can think ofpwn;Tm as thewin probabilityfor the tem-
plateTm given the classwn.

We now model the likelihood of observing a ranked tem-
plate list[t1; : : : ; tQ] given a classwn in the following way.
The probability that the top template ist1 is given bypwn;t1 .
Oncet1 is chosen as the top template, the second ranking
template can be picked from the remainder of the pool. We
assume that the history of the first pick does not alter the
relative win probabilities of the remaining templates. Then
the probability that the second template ist2 is

pwn;t2
1�pwn;t1

.
The template for the third rank is chosen from the template
pool withoutt1 andt2, and so on. Arguing thus, we write:

Pf[t1; : : : ; tQ]jwng =

pwn;t1 �
pwn;t2

1� pwn;t1
�

pwn;t3
1� pwn;t1 � pwn;t2

: : :�
pwn;tQ

1� pwn;t1 � pwn;t2 � : : :� pwn;tQ�1
(1)

For anywn, the likelihood is maximized by a list that cor-
responds to the topQ templates ranked by win probability.

Our model is a generalization ofsampling without re-
placement. When there areM templates and only theQ
top ranking templates are listed for each input pattern, there
areM !=(M � Q)! possible ranked lists per pattern. Given
that

P
m pwn;tm = 1 we can show that when conditioned

on any classwn, the probabilities of theseM !=(M � Q)!
ranked lists sum to 1. For a quick example to demonstrate
this, we set the win probabilities of all templates to be equal
to 1=M . Then the likelihood for any given ranked list re-
duces to(M � Q)!=M !, and consequently the sum of the
likelihoods of theM !=(M �Q)! possible rank ordered lists
is 1.

To classify a given ranked list of templates, the proba-
bility of the list is computed for each of theN classes ac-
cording to (1), and the class corresponding to the highest
probability is assigned as the label.

3. Estimation of model parameters

Let us consider the case of supervised training for the
model. Then for each classwn, we have data of the follow-
ing form:

Frequency Ranked list of Q top templates
f1 List1=[T1; T2; T3; : : : ; TQ]
f2 List2=[T2; T1; T3; : : : ; TQ]
� � � � � �

Our goal is to estimate, from such data, the parameters
pwn;Tm for the given classwn.

3.1. Maximum likelihood (ML) estimation

From top templates only.If a templateTm ranks on top
for NTm;wn out of Nwn patterns from classwn, the ML
estimate for the win probability ofTm, conditioned onwn,
is:

p̂wn;Tm =
NTm;wn

Nwn

(2)

This method does not make full use of the data, which in
practical applications is always scarce.This motivates the
estimation of parameters using entire ranked lists rather
than just the top templates.

From ranked lists of templates.Assuming independence
of observations, the likelihood of a set of observations is
given by the product of the individual likelihoods which, in
turn, can be calculated using (1). Thus the ML estimates
of the class-conditional win probabilities is given by the set
of values that maximizes this product, or equivalently max-
imizes the sum of the log-likelihoods.

3.2. Maximum a posteriori estimation

For a given class, if a template is not seen in the train-
ing sample, the maximum likelihood estimate of the corre-
sponding conditional win probability is zero – an undesir-
able effect of estimation from a finite sample set. To bypass
this problem, we lean on maximuma posteriori(MAP) es-
timation of the parameters. For any class,wn we set thea
priori density in the space of parameterspwn;tm to

p0(pwn;T1 ; : : : ; pwn;TM ) =
1

�

MY
m=1

pwn;tm (3)

where0 � pwn;tm � 1,
PM

m=1 pwn;tm = 1, and� is
chosen such that the above integrates to unity over the re-
gion satisfying the constraints. This prior distribution, be-
ing symmetric with respect to the parameters, peaks when
all the parameters are equal,i.e., pwn;tm = 1=M , and is
zero ifpwn;tm is zero or one for anym.

The objective function for MAP estimation is obtained
by multiplying the observation likelihood (as discussed in
Section 3.1) by the prior.

3.3. Example

To show how the likelihood of observations is computed,
we present a small example withM = 3 templates, of



which the top two are reported by the matching procedure
(Q = 2).

Ranked True Likelihood Frequency
List Label function

[T1; T2] w1
pw1;T1pw1;T2
(1�pw1;T1 )

6

[T1; T3] w1
pw1;T1pw1;T3
(1�pw1;T1 )

1

[T2; T1] w1
pw1;T2pw1;T1
(1�pw1;T2 )

3

The likelihood function for the entire training-set of ob-
servations is given by the product

L =

�
pw1;T1

pw1;T2

1� pw1;T1

�6 �
pw1;T1

pw1;T3

1� pw1;T1

�1

�

�
pw1;T2

pw1;T1

1� pw1;T2

�3

=
p10w1;T1

p9w1;T2
pw1;T3

(1� pw1;T1)
7(1� pw1;T2)

3

=
p10w1;T1

p9w1;T2
(1� pw1;T1 � pw1;T2)

(1� pw1;T1)
7(1� pw1;T2)

3

The last step was obtained by enforcing the constraint
pw1;T1 + pw1;T2 + pw1;T3 = 1. Maximizing the last ex-
pression with respect topw1;T1 andpw1;T2 leads to the ML
estimates from top 2 templates shown in Table 1.

The objective function for MAP estimation is the product
of the likelihood function and the prior density:

1

�
pw1;T1 pw1;T2 pw1;T3 � L

=
1

�

p11w1;T1
p10w1;T2

(1� pw1;T1 � pw1;T2)
2

(1� pw1;T1)
7(1� pw1;T2)

3

where�, being a positive constant, can be ignored. Maxi-
mizing the above with respect topw1;T1 andpw1;T2 yields
the MAP estimates from top 2 templates shown in Table 1.
For our experiments, the maximization was done numeri-
cally with MATLAB.

Estimating the parameters from just the top templates is
facilitated by the simpler likelihood function,p7w1;T1

p3w1;T2
,

while the prior remains the same.

4. Experimental Results

We performed experiments on hand-printed isolated dig-
its. For each digit sample, we were given only the true label
of the sample, and the best and second best templates fitting
the sample according to some template matching algorithm
(Q = 2).

Table 1. Estimated parameters for the exam-
ple.

Top template only Top two templates
ML MAP ML MAP

p̂w1;T1 0.70 0.62 0.71 0.63
p̂w1;T2 0.30 0.31 0.26 0.32
p̂w1;T3 0 0.07 0.03 0.05

Table 2. Result summary of classification ex-
periments - error rates.

Test Training set and list length
set Set A Set A Set B Set B

Q = 1 Q = 2 Q = 1 Q = 2
Top-template identity classifier

1 A 19.07%
2 B 18.92%

Top-template ML classifier
3 A 19.07% 19.07% 19.07% 19.07%
4 B 18.92% 18.92% 18.92% 18.92%

Top-two-templates ML classifier
5 A 16.44% 15.48% 16.46% 15.01%
6 B 17.23% 16.46% 17.07% 15.62%

Top-two-templates exhaustive classifier
7 A 14.21% 14.94%

(0.43%)
8 B 14.26% 13.28%

(0.48%)

Our data, corresponding to 15720 samples spread across
ten digit classes (N = 10), was divided into two sets, Set
A and Set B, of 7860 samples each. We used two templates
for each class, or a total ofM = 20 templates.

200 parameterspw1;t1 : : : pw10;t20 were MAP estimated
from the training set, by two different methods, using top
templates only(Q = 1) or top two templates(Q = 2). Ini-
tially, Set A was used for training. The same set of param-
eters was used to test on both sets, so that we can compare
the error rates for consistency. The same was repeated by
using Set B for training.

Table 2 shows the percentages of error for classification
experiments. In our data, the true class identity of each tem-
plate was known. This helped us implement classification
by top-template identity, the performance of which (rows
1-2) served as a base-line for comparison.

Each set of parameter estimates was used for ML clas-
sification of sets A and B, once using the top templates
only (rows 3-4), and then using the (short) ranked lists of



top two templates (rows 5-6) for each pattern. As we had
surmised, using more than just the top template helps im-
prove recognition accuracy. Similarly, using all available
training-data for parameter estimation (top two templates in
this case), rather than just the top template, helps in clas-
sification. Thus the error rates in theQ = 2 columns are
consistently lower than or equal to those inQ = 1 columns.

Results of ML classification with top templates are the
same, regardless of the training set or method (rows 3-
4). Further, for a given test set, the results also match up
with those of the top-template-identity classifier. This is
not mandated by our training or testing process in any way.
Rather, as a consequence of the template design process,
each template has a higher win probability given its true
class than that given any other class.

To set another benchmark for how far we can improve
on the isolated digits data, we performed the following ex-
periment. To each of the20� 19 = 380 possible permuta-
tions of top two templates, we assign the class that most fre-
quently induces this permutation in the training data. Dis-
regarding minor irregularities owing to finite sample size,
this is the best that we can do with top-template-pair obser-
vations. Rows 7 and 8 of Table 2 show the results of this
scheme. In this example the scheme requires nearly twice
the number of parameter estimates compared to our ranked-
list model. In general the number of parameters grows ex-
ponentially with list length. Some permutations in the test
data were never seen in the training data, which highlights
the need for a model with fewer parameters. We classify
such cases by the top-template identity. The relative fre-
quency of “unseen observations” is shown within parenthe-
ses as percentages, and the error rates reported include these
cases.

5. Discussion

We have presented a model for the rank ordering of tem-
plates as a generalization ofsampling without replacement,
and applied it to classification of hand-written digit pat-
terns given a ranked list of matching templates. We have
shown that heeding more than the top template can improve
recognition accuracy. The main advantage of the proposed
method is that it can be extended to using more than the top
two templates without increasing the number of parameters
to be estimated. We shall conclude with a few thoughts for
future work.

Though we focus on isolated digit recognition in this pa-
per, heeding more than the top template may be particularly
helpful in reducing errors when contextual knowledge is
available, and neighboring characters affect and guide clas-
sification. Such context may be either linguistic context
(e.g., character n-gram statistics) or style context (where
nearby characters are expected to be from the same font,

or written by the same writer). Context information may
invalidate classification according to top template, and thus
require information from lower ranking templates.

In the application from which we drew our data, nearly
eight hundred templates are necessary to recognize hand-
printed digits with acceptable accuracy. We would like to
demonstrate that using the top two templates is better even
when there are many more templates per class and therefore
the top template is more often the one with the correct iden-
tity. The number of parameters to be estimated for 800 tem-
plates and 10 classes is 8000, which would require a con-
siderably larger sample size than we had available. We may
also gain by (i) pruning the parameter list during training by
considering only a few useful templates for each class and
(ii ) by utilizing the information in the match scores.

With our model, we may be able to correctly classify new
classes or character shape variants without adding new tem-
plates because we do not need the class identities of tem-
plates. Further, the model can also be applied to ranked lists
not derived from template matching, e.g., to post-processing
of ranked-list outputs of other classifiers.
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