
Thus, AG_PAD is asymptotically eight times faster than 
PathPAD. The data are sufficiently uncertain that this 
factor could be as low as three, but it seems unlikely. In 
the experiments, AG_PAD was two to four times faster, 
with higher multiples for larger N, but these values are 
distorted by the slow access to two-dimensional arrays 
in the implementation of  A L G O L  68 used for the exper- 
iments. 

One important optimization to the algorithms is to 
pack the bit matrices in words so the bit operations can 
be done in parallel. This does not change the asymptotic 
behavior, but it does reduce the high order coefficients 
by a factor equal to the number  of  bits used in each 
word. For N less than the word s ize- -an  important 
special case- - the  access count expressions are: 

PathPAD: 5.5N + 5.5R + 13.0 
AG_PAD: 3.8N + 4.7R + 33.5 

(A column access has been counted as N bit operations, 
but there is the same column access in each algorithm.) 
Since the uncertainty of  R is not as crucial to these 
figures, it seems likely that AG_P AD is superior for 
values of  N greater than about ten. 
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Approximation of 
Polygonal Maps by 
Cellular Maps 
George Nagy and Sharad G. Wagle 
The University of Nebraska-Lincoln 

The approximation of polygonal thematic maps by 
cellular maps, an important operation in geographical 
data processing, is analyzed. The data organization 
used for representing the polygonal maps is a widely 
used segment-based data structure, where class labels 
identify the regions bordering each segment on either 
side. The approximation algorithm presented operates 
on such an organization, eliminating the need for the 
recognition of region boundaries. Each segment is 
examined only once. The versatility of the new 
organization is further illustrated by the outline of 
algorithms for area computation and point inclusion. 
The algorithm is applied to a set of soil maps converted 
to computer-readable form by means of a coordinate 
digitizer. 
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cellularization, gridding, geographic data structures, 
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automated cartography 
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1. Introduction 

The demand for computer access to the vast amounts 
of geographical information which was hitherto available 
only in the form of printed maps has spurred consider- 
able activity in the area becoming known as geographical 
data processing (GDP). An introduction to this field and 
a comparative evaluation of several major systems for 
processing thematic maps (which depict the subdivision 
of an area into homogeneous regions) are given by 
Tomlinson [20]. Additional program packages are re- 
viewed in Aldred [l], Rhind [13], and Taylor [19]. 

An examination of the many systems in current use 
or under development reveals that the methods used to 
represent thematic information can be readily divided 
into polygonal schemes and cellular schemes [2, 5, 1 l, 13, 
181. 

The objective of this paper is to present a new 
algorithm for converting geographic data from a poly- 
gonal representation based on line segments to a cellular 
representation based on a rectangular grid. The next 
section provides an informal definition of the two types 
of data representation and a rationale for the importance 
of the interconversion problem. The relationship be- 
tween the conversion algorithms and the underlying data 
structures is also explored briefly. 

In the remainder of the paper certain properties of 
segment-based and cell-based data organizations for the- 
matic maps are established and the conversion algorithm 
is derived. A related method of area computation is 
presented with a view of convincing the reader of the 
versatility of the proposed algorithm. The experience 
gained in implementing the algorithm is reported, and 
certain conclusions are drawn. 

2. Alternative Methods of Data Organization 

In polygonal thematic maps, the extent (i.e. the map 
area) is partitioned by segments into a set of regions, each 
of which is identified with a class label. The labels are 
drawn from a finite set of class types. The map is viewed 
as a planar graph consisting of nodes and segments. An 
example of a polygonal map for soil types is shown in 
Figure I. Each segment is stored in the computer as a 
piecewisedinear curve consisting of a string of coordi- 
nates. The region boundaries will appear as curved lines 
because of the extreme shortness of the links between 
digitized neighboring points which make up the seg- 
ments. 

The difference between a region-based data structure 
for polygonal maps and the segment-based structure 
favored here stems from the manner in which the class 
labels are used. In the region-based organization the 
entire boundary and the class of each region are known 
[2, 4, 15]. In the segment-based organization the signifi- 
cant entities are the segments, for each of which the class 
types on either side are available [12, 6, 9, 10, 16, 17, 
211. 
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Fig. 1. Soil map. This is an example of  a polygonal thematic map. The 
classes or themes are the soil types denoted by the labels. This source 
map can be entered into a computer using a digitizer. For each segment 
in the map, the entry procedure involves tracing it and entering the 
soil type on its right and the soil type on its left (relative to the direction 
o f  tracing). 

. . . . .  (Joins uppe'r rightJ 

40QO AND 5 O00.r OOT GRID TICKS 

In cellular maps, the extent is divided into cells by 
means of a uniform rectangular grid (certain complica- 
tions arise in large-area maps because of the sphericity 
of the earth, but we shall not concern ourselves with 
these here). A class label is then stored with each cell, 
which is regarded as an indivisible unit. Alternative 
methods of converting a polygonal thematic map into 
the corresponding cellular map are shown in Figure 2. 

The leftmost path in the figure, representing the 
manual method in current use at, among others, the 
Nebraska Natural Resources Commission, consists of 
overlaying a transparent grid on the map and labeling 
each cell on the grid according to the class of the under- 
lying region. The labels are subsequently keypunched 
and used to produce interpretive line-printer maps for 
various applications requiring different combinations of 
the labels. 

The rightmost path requires tracing the boundary of 
each region by means of a coordinate digitizer or line- 
following optical scanner and then assigning labels to 
each cell depending on the class of the region which 
includes it [5, 15, 18]. Tracing every region boundary as 
a closed curve entails traversing each segment twice [3]. 

The center path, which represents the course advo- 
cated in this paper, allows tracing the segments consti- 
tuting the map in arbitrary order, entering the labels of 
the regions on either side of each segment, and comput- 
ing the cell assignments directly from this information. 
Alternatively (dotted box), the region boundaries may be 
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Fig. 2. Conversion of polygonal map into cellular map. The diagram 
illustrates the options for conversion. The new segment-based algo- 
rithm provides the most efficient conversion procedure, eliminating the 
duplicate tracing of segments inherent in region-based methods. 
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assembled from the individual segments and the cell 
assignment performed by means of a region-based al- 
gorithm as above. 

The two principal types of geographical data repre- 
sentation, polygonal and cellular, have relative advan- 
tages and disadvantages with regard to various infor- 
mation retrieval applications. Each has its strong adher- 
ents, but our own interest in the matter was prompted 
mainly by the following input and output considerations. 
Entering the soil maps into a computer by means of a 
coordinate digitizer produces information in a form di- 
rectly suitable for polygonal representation. On the other 
hand, producing maps by means of a line-printer or 
teletype terminal clearly requires the information in a 
cellular form, with the cell-size corresponding to the 
character spacing (which is generally different in the x 
and y directions). Incremental plotters operate much 
more efficiently with the information in polygonal form. 
Interconversion between the two methods of represen- 
tation is thus a frequently needed operation and, when 
involving large databases, it requires efficient implemen- 
tation [ 11, 18]. 

The conversion from cellular to polygonal form is 
fairly straightforward since it requires only the determi- 
nation of boundaries between cells with different class 
labels. These boundaries then form the required poly- 
gonal representation, and the transformation entails no 
loss of information [3, 5]. 
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We shall be concerned here only with the conversion 
of polygonal maps to cellular maps based on a prespec- 
ified grid. This conversion is an approximation inasmuch 
as a cell overlapped by several regions can be assigned 
only a single class. The algorithm to be developed re- 
quires as input only the coordinate strings corresponding 
to each segment, and the labels of classes on either side. 

The segment-based organization is advantageous for 
data entry because each segment needs to be traced only 
once. If  the conversion is, as suggested here, carried out 
directly on the segment structure, then the region-rec- 
ognition phase (Figure 2) is also eliminated. Further- 
more, the segment-based algorithm presented below re- 
quires only a single pass over the set of segments; any 
region-based algorithm will require a minimum of two 
passes if the region boundaries are processed independ- 
ently. 

It is possible to devise more efficient algorithms if it 
is assumed that the cell size is relatively small compared 
to the average size of a region and that consequently the 
vast majority of the cells falls completely inside region 
boundaries. For example, in SYMAP and other programs 
developed at the Harvard University Laboratory for 
Computer Graphics and Spatial Analysis, it is assumed 
that the correct labeling of the cells which straddle 
multiple region boundaries is not critical, and that a few 
misclassified ceils among these can be tolerated [16]. In 
the derivation below we shall make no assumptions of 
this sort and will therefore obtain the correct classifica- 
tion of each cell (in the sense described in the next 
section) regardless of the number of regions it intersects. 

3. Cell Assignment 

A particular cell may lie completely inside a region. 
Since the information necessary to classify such a cell 
must be found elsewhere, we will defer consideration of 
such interior ceils for the next section and consider for 
now only the cut cells. A cut cell is partially overlapped 
by two or more regions and has segments crossing some 
of its walls or has segments that lie completely within its 
area. Figure 3 shows a typical cut cell. 

The obvious rule for assigning a class to a cut cell is 
to compute the fraction of the cell area covered by each 
class and then determine the class with the largest frac- 
tion. The necessary information is contained in an over- 
lap table such as Table I. In this section we develop a 
technique for computing the rows of the overlap table 
corresponding to cut cells from the segment information. 

The coverage A(k,  s) of cell s by class k is the 
cumulative sum of the areas A'(j, s) over all regions j 
associated witfi class k: 

A(Y,, s) = Z A' ( j ,  s) ( l )  
j ~ class ( j)  = k 

It is instructive to investigate the computation of the 
area of overlap A' ( j ,  s) between a region j of class k and 
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Fig. 3. Simple segments. Simple segments are a result o f  the intersec- 
tion of  segments with cell walls. Simple segments include the original 
segments in part or in full (type 1, 2, and 3) as well as parts of  cell 
walls (type 4 and 5) and complete cell walls (type 6). The arrows in the 
diagram show the path of  integration for computing the area of overlap 
between the class of the shaded region (not shown completely) and the 
cell. 

~ N  

type 4 

type 1 " 

type 5 ~ ., 3 

t 
type 6 

cell s. Let us assume that region j does overlap cell s. 
The part of region j which overlaps cell s is bounded 
entirely by simple segments. A simple segment is of one of 
the following types: 

(1) a complete segment terminating in junction points 
with other segments (i.e. a segment that lies com- 
pletely within a cell); 

(2) part of a segment terminating at a junction point at 
one end and at a ce~l wall at the other; 

(3) part of a segment terminating on cell walls at both 
ends; 

(4) part of a cell wall terminating on intersections with 
crossing segments at both ends; 

(5) part of  a cell wall extending from a corner of the 
cell to an intersection with a segment crossing it; 
and 

(6) a cell wall extending from corner to corner. 

The various types of simple segments are illustrated in 
Figure 3. 

The overlap .4'(j, s) may be obtained by a clockwise 
integration around the entire boundary (the path of 
integration is also shown in Figure 3). For convenience, 
the integration is performed with respect to the x-axis. 
The southwest comer of the cell is chosen arbitrarily as 
the origin of the cartesian coordinate system, and the 
northeast comer is assigned, without loss of generality, 
the coordinates (1, 1). The area contributed by region j 
within cell s is: 

.4"(j, s) = ~ Y(x)dx 
(2) 

[ = ~ _ Y, (x)dx 
i~ l  aT 
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Table I. Overlap table for map in Figure 2. Each value in the table 
below represents the area of  overlap between a class and a cell. For 
convenience the area of  the cell is assumed to be unity. According to 
the "dominant" class rule, the class assigned to a cell, as shown on 
right, is the class with the largest fraction in the row for that cell. 

Class Class 
Cell A B C D assigned 

1,1 0.8 0.0 0.0 0.2 A 
1,2 0.15 0.65 0.0 0.2 B 
1,3 0.0 1.0 0.0 0.0 B 

2,1 0.15 0.0 0.45 0.4 C 
2,2 0.35 0.25 0.0 0.4 D 
2,3 0.6 0.4 0.0 0.0 A 

3,1 0.0 0.0 0.9 0.1 C 
3,2 0.7 0.0 0.15 0.15 A 
3,3 1.0 0.0 0.0 0.0 A 

Y(x) represents the entire boundary of the part of region 
j within the cell; n is the number of simple segments in 
this boundary; Yi(x) corresponds to the i ' th simple seg- 
ment; and x7 and x + correspond to the beginning and 
termination, respectively, of the i 'th simple segment. 
Because the integration is performed around a closed 
c u r v e ,  x + 

With the convention of clockwise integration, the 
region of interest is always to the right of each simple 
segment traversed from beginning to termination. If  a 
segment is encountered in the opposite direction (termi- 
nus first), its contribution to the integral is negated. 
Consequently, simple segments which straddle a cell 
yield complementary contributions to the overlapping 
regions on either side of  the segment. 

Simple segments Yi of type 4, 5, and 6 which are part 
of the west, south, and east cell walls contribute nothing 
to the area (since their integral is zero). Hence we need 
concern ourselves only with the contributions of such 
simple segments along the north wall. 

Superficially, it might appear that in order to inte- 
grate on the north wall along a type 4 simple segment 
(i.e. one which intersects segments at both ends), one 
would have to have the x-coordinates of both segment- 
crossings simultaneously available. This would render it 
impossible to make the cell assignment on a strictly 
segment-based organization. Fortunately, such is not the 
case: The contribution of north-wall simple segments can 
in fact be determined by considering the segment inter- 
sections sequentially rather than at the same time. 

Consider the segment ab in Figure 3. Its contribution 
to the integral is (b-a) modulo 1.0, which represents an 
increment corresponding to the x-coordinate of the in- 
tersection if the simple segment is to the left of the 
intersection, and an increment of one minus the x-coor- 
dinate if  it is to the right. Furthermore, these increments 
are individually computable when the simple segment 
corresponding to the intersection, such as the one cross- 
ing the boundary at point "a" in Figure 3, is integrated. 
The increment can be added (using equation (l)) to the 
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class overlap A(k, s) of  the cell along with the contribu- 
tion of  the intersecting segment itself. In conformity with 
the relation just cited, these additions are performed 
modulo 1.0 (the normalized cell area). 

The type 5 and type 6 simple segments along the 
north wall are a special case of the type 4 segments 
discussed above-- in  this case, either a -- 0 or b = 1 (or 
both), depending on the corner involved. The above rule 
with the modulo addition still holds, eliminating any 
need to discriminate between the three types. This too, 
if required, would have foiled our intention to process 
the segments sequentially (since we cannot determine to 
which type a cell boundary belongs by considering only 
its intersection with a single segment). 

Summarizing the discussion so far, we see that the 
overlap A(k, s) of  a class k with a cell s is the sum of  
contributions of  the type 1, 2, and 3 simple segments in 
the cell s which have class k either on their right or to 
their left. The contribution of a simple segment in turn 
involves integration along its path and, in the event the 
segment intersects the north wall of the cell, an increment 
depending only on the location of  the intersection and 
the direction of  the segment. 

Since the contributions are additive, the order in 
which these are computed and added is immaterial. All 
that remains, therefore, is to obtain a sequence of  these 
simple segments identified with the cells in which they 
lie. The following iterative structure shows how this can 
be done. 

do i = 1 to # of segments in the polygonal map; 
do while (simple segment exists); 

get next simple segment for segment i and identify the 
corresponding cell s; 
compute contribution t of  current simple segment to class k 
on its right; 
add this contribution to A(k, s) modulo 1.0; 
add complement of this contribution (i.e. 1.0 - t) to 
A(m, s), corresponding to class m on the left; 

end; 
end; 

If  we were to restrict ourselves to only the cut cells, 
we could complete the algorithm by following the above 
segment processing with a cell-by-cell scan over the 
overlap table. For each cell s the largest overlapping 
class is determined and the corresponding element of  the 
thematic matrix is set to this class. 

The sum of  areas corresponding to the nondominant 
classes accumulated over all cut cells represents the 
degree of  approximation involved in the conversion of  
the polygonal map to a cellular map. (No such loss will 
be entailed in the assignment of classes to the interior 
cells.) 

4. Propagation 
In the class-ceU overlap computation method just 

described, only cut-cell class assignments are definitely 
identified. We will now show that the properties of the 
cut cells also characterize completely the class assign- 
ments of  the interior cells. 
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Fig. 4. Columnar propagation. Cell c4 is a propagating cut cell. It 
propagates the class of  its SW corner southward. Cell c5 is a nonprop- 
agating cut cell and allows the propagation to pass through itself. The 
propagation results in the assignment of  this class to the interior ceils 
c5 and c6 and possibly beyond. The propagation class and the dominant 
class of  a cell need not be same, cell c4 being such an example. 

Consider any two points on a polygonal thematic 
map. They belong to the same region and hence to the 
same class if the straight line joining them is not inter- 
sected by a segment of the polygonal map. In other 
words, the class of a point can be propagated along a 
line to another point provided that line is intersection- 
free. Class assignment by propagation is a well-known 
systematic application of  this simple observation [18]. 

From a picture of a cell map superposed on a poly- 
gonal map, only a part of a column of cells is shown in 
Figure 4. Cells c4 and c5 in the figure are cut cells while 
the other two are interior ceils. Let the class of  point e, 
the SW corner of  cell c4, be k. Since no segment crosses 
the west side of  cell c5, the class of  point e can be 
propagated south to point f ,  and further to point g. This 
in turn allows us to assign class k to cells c6 and c7. 

Cut ceils such as c4 are called propagating cells and 
have the property that their west walls are intersected by 
one or more segments. The distinction between propa- 
gating cut ceils, nonpropagating cut cells, and interior 
ceils is simple and can be determined during the segment 
processing outlined in the previous section. A cell is 
initially labeled an interior cell and changes to one of  
the other two types as one or more simple segments are 
identified with that cell. 

What remains is the determination of the class of the 
SW corner of  the propagation cell (called the propagation 
class). Generalizing observations from Figure 4, we see 
that this is the class to the south of a segment that crosses 
the west wall of the cell and additionally has the lowest 
y-coordinate ("minimum intersection coordinate") 
among all such intersections. Since the necessary infor- 
mation is contained in the simple segments, determina- 
tion of propagation class can be performed during the 
segment processing in parallel with overlap computation. 
Therefore, the propagation class, as well as the minimum 
intersection coordinate of  a cell s, is updated (if neces- 
sary) when a simple segment identified with the cell is 
recognized as terminating on its west wall. 

To resolve possible ties between the current ordinate 
and the previous minimum ordinate, the angle of inci- 
dence on the west wall can be used. In this case, three 
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Fig, 5a. Incremental plotter output, used for verification, of segment 
database for the soil map shown in Figure 1. The digitizer operator 
enters the class labels by pointing to the label on the original map and 
then to a "software keyboard" or list of  soil types. Hence the labels on 
the plotted map can be positioned according to their placement on the 
original. 
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variables--the current propagation class, the current 
minimum ordinate, and the current minimum angle of 
incidence--are required for each cell. The propagation 
type of a cell, as well as its propagation class, if any, are 
indeterminate until segment processing is completed. 

The actual class propagation from propagating cells 
to the interior cells is performed following the segment 
processing phase in a single pass through the entire cell 
matrix, proceeding from north to south and column by 
column. It results in the assignment of classes to the 
interior cells. This iteration over the cells can be shared 
with the assignment of classes using the overlap table as 
described in the previous section. 

5. Area Computation and the Inclusion Relation 

The measurement of areas (planimetry) is an impor- 
tant and frequently used map operation in geographical 
data processing. What is typically required is the com- 
putation for each class of the sum of the areas of all the 
regions associated with that class (the coverage of each 
class). Another important GDP operation is the deter- 
mination of the class of a given point (the inclusion 
relation between the point and its class). In this section 
we show how to perform these operations by treating 
them as special cases of the conversion problem. 

The reduction of the conversion problem to that of 
area computation requires consideration of the entire 
polygonal map as a single-cell cellular map. Recalling 
the discussion on overlap computation, we see that only 
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type 1 simple segments, which are the original segments 
themselves, can occur in this case. The elements of  the 
conversion algorithm related to cutting the segments into 
simple segments, keeping track of propagation, and the 
final class assignment, are no longer needed. The modi- 
fied algorithm for area computation is a simple sequen- 
tial scan through all the segments and integration along 
each of these segments. Each segment yields complemen- 
tary contributions to the area of classes on either side. 

The idea of a cellular map with a single cell is also 
useful in establishing the inclusion relation between a 
given "search" point and its class. The cell in this case, 
however, has its SW corner at the search point and it has 
infinite extent otherwise. Since the propagation class of 
a cell is the class of the SW corner itself, it is sufficient 
to determine the propagation class of this cell. After 
discarding from the conversion algorithm all the super- 
fluous components, a modified algorithm for point inclu- 
sion is obtained. This algorithm also requires a sequential 
scan through the segments during which the propagation 
class of the "cell" is updated, if necessary, whenever its 
west side is crossed by a segment. 

6. Notes  on Implementation 

The conversion algorithm described above has been 
programmed in PL/1 and is now part of an ongoing soil 
mapping project [7, 8]. A cellular thematic map obtained 
using this program from the soil map shown in Figures 
1 and 5a is reproduced in Figure 5b. 

The application of the algorithm is preceded by 
sectioning the map segments, entered by means of a 
coordinate digitizer, into their component simple seg- 
ments. This operation is performed by a segment pre- 
processing module which uses linear interpolation to 
insert additional points which serve as simple-segment 
end-markers at the intersection of the segments with the 
grid formed by the cellular array. The address of the cell 
to which each simple segment belongs is also added to 
the sequence of points constituting each simple segment. 

The recognition of simple segments is essentially a 
lexical analysis problem. Consequently, the storage re- 
quired is only that necessary for the simple segment with 
the largest number of points (the current version, how- 
ever, processes an entire segment at a time). The design 
of this module was complicated only by the need to 
avoid overlooking special cases such as that of segments 
directly superimposed on a cell wall. 

The conversion algorithm, however, requires random 
access to entries in the overlap and propagation tables. 
The number of rows in both tables is proportional to the 
total number of cells in the map. The number of columns 
in the propagation table is, as mentioned earlier, fixed, 
but the number of columns in the overlap table is pro- 
portional to the number of classes. As pointed out by 
one of the referees of a draft of this paper, the storage 
requirement is a potential bottleneck in implementing 
the algorithm. 
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Fig. 5b. Printed Output or Cell Map Corresponding to Figures I and 5a. The symbols for each class are assigned by the user; it is also possible to 
combine several classes under one label. The scale of  the map, or cell size, is specified as an input parameter to the conversion program. 
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In the current implementation, two strategies are 
used to keep the storage requirements within manageable 
bounds. First, we limit the number of classes which can 
overlap a single cut cell to 5. A warning is issued if this 
limitation is exceeded, but to date the alarm has not been 
sounded. Second, we fold the map into a matrix of 
submaps, and process each submap separately. 

A more sophisticated approach would take advantage 
of the fact that only a small fraction of the cells are cut 
cells which require the storage of  multiple-class infor- 
mation. Sparse matrix techniques could then be used to 
accommodate this information. Another alternative sug- 
gested by the referee mentioned above is to presort the 
segments by geometric locality in such a manner that 
only a portion of the overlap table need be accessed for 
each localized group of segments. This approach is con- 
ceptually similar to the "sweep" method used in the 
Harvard POLYVRT program [12]. 

The task of determining the optimum size of the 
submaps is avoided in our application by limiting the 
width of the maps to be printed to the standard 132- 
character line-printer specification. The storage required 
for a page-sized map can be readily accommodated in 
one partition of the IBM 360/65 memory. The method 
of computation is, however, completely general, and the 
program can tailor the size of  the submaps to whatever 
amount of  storage is made available to it. 
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A potentially more serious problem is that the input 
map is not necessarily "ideal" in the sense that segments 
would never intersect and that the ends of  segments 
which meet would always coincide perfectly. The pro- 
gram takes care of such situations by examining the 
immediate vicinity of  segment ends and merging them 
into a single node. This node-merging process is, it must 
be admitted, a miniaturized and simplified version of the 
region-recognition process which we claimed earlier to 
have eliminated. 

7. Summary and Extensions 

An important geographic data processing problem, 
that of approximating polygonal thematic maps by cel- 
lular maps, was formulated and analyzed. A solution 
utilizing a segment-based data organization was pre- 
sented. It is claimed that the resulting algorithm is com- 
putationally more efficient than an algorithm which 
requires partitioning the map area into closed regions. 
Simple modifications of  the conversion algorithm to 
accomplish other common operations on polygonal 
maps, such as area determination and point inclusion, 
were also demonstrated. 

Cell maps are special instances of  polygonal maps. 
Therefore a more general formulation of  our algorithm 
would allow the approximation of a given polygonal 
thematic map by another polygonal map. The modified 
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algorithm would yield the optimal class assignment for 
the second map through segment-by-segment integra- 
tion, propagation, and a scan through the overlap table. 

A related problem is the determination of  the degree 
of  similarity between two polygonal thematic maps. The 
total area where the class labels on the two maps do not 
correspond is a good measure of the deviation between 
the two maps. Therefore a generalized algorithm yielding 
an overlap table would also allow calculation of  the area 
of  mismatch between such maps. The application of the 
mismatch calculation to quality control is of  direct inter- 
est to us in soil-map data-entry. 

Shamos [14] and others in the field of computational 
geometry have studied the computational complexity of 
inclusion and other GDP operations. Those studies, how- 
ever, are for the case in which the map segments are 
straight lines and are not made up of  multiple, connected, 
straight-line links as in our case. The extension of  that 
work to maps with curvilinear (or piecewise linear) seg- 
ments is worth exploring. 
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