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ABSTRACT
Recently a novel algorithm transformation was proposed to reduce the critical path and simplify the architecture design of Berlekamp-Massey algorithm implementation for errors-alone Reed-Solomon decoding. In this paper, we apply the same methodology to transform the Berlekamp-Massey algorithm for errors-and-erases RS decoding. We present a regular hardware architecture to implement the reformulated Berlekamp-Massey algorithm, which can achieve high throughput. Moreover, an operation scheduling scheme is proposed to further reduce the hardware complexity without loss of throughput.

1. INTRODUCTION
Reed-Solomon (RS) codes are widely used for forward error correcting (FEC) in numerous communication systems because of their good error correction capability for burst errors [9]. A conventional errors-alone RS decoding procedure can be modified to correct both errors and erasures [1][4] (an erasure occurs when the position of a corrupted symbol is known). Erasure information can be supplied by the demodulator in a communication system, i.e., the demodulator marks the received symbols that are very likely to contain errors. RS decoder with the capability of correcting errors as well as erasures will improve performance in various systems [9][10][3].

To accommodate the continuously increasing demands for higher speed communication systems, RS decoders should be able to decode data at much higher throughput than the current standard states. Except applying the more advanced physical-level, e.g., sub-micron, technology to improve the throughput, the effective algorithm/architecture level transformations and modifications are also playing important roles to achieve higher throughput. In RS decoders, the throughput bottleneck is in solving the Berlekamp’s key equation, where two algorithms are typically employed [1]: extended Euclidean (eE) algorithm and Berlekamp-Massey (BM) algorithm. Recently a novel algorithm transformation was proposed in [7] to reformulate the BM algorithm for errors-alone RS decoders so that the key-equation-solving block has a very regular semi-systolic architecture with the critical path of only $T_{\text{mul}} + T_{\text{add}}$, where $T_{\text{mul}}$ and $T_{\text{add}}$ are the delays of the finite field multiplier and adder, respectively. This amount of critical path is much smaller than that of the previous RS decoder implementations using BM algorithm and comparable to the best known results of implementations based on eE algorithm. The basic methodology behind such algorithm transformation is to remove the data dependency inside of one iteration at the cost of increased computation complexity so that the critical path can be reduced. In this paper, we show that this methodology can be readily applied to the errors-and-erasures RS decoder implementations to achieve regular semi-systolic architecture and critical path of $T_{\text{mul}} + T_{\text{add}}$. Moreover, exploiting the characteristics of errors-and-erasures RS decoding, we propose an operation scheduling scheme for the developed decoder architecture to reduce the hardware complexity without loss of throughput.

This paper is organized as follows. We introduce the fundamentals of RS decoding in Section 2. An inverse-free BM algorithm for errors-and-erasures RS decoding is described in Section 3. In Section 4, we apply the methodology proposed in [7] to transform the BM algorithm for errors-and-erasures RS decoding, based on which we present a semi-systolic high-speed hardware architecture. We note that in order to facilitate the reader’s reference to [7], we use the same notations as much as possible in the algorithm and hardware architecture descriptions.

2. RS CODES DECODING
Let’s consider an $(n, k)$ RS code over $GF(2^m)$, where each code symbol is a $m$-bit data, $n = 2^m - 1$ is the codeword block length and $k$ is the information length. Since RS codes are maximum distance separable (MDS) codes [6], the $(n, k)$ RS code has a minimum distance $d = n - k + 1$. When such RS code is used on a channel that makes both errors and erasures, any pattern of $v$ errors and $p$ erasures can be corrected provided that $d \geq 2v + p + 1$. Let $C(z)$ denote the transmitted codeword polynomial and $R(z)$ denote the received word polynomial in which erased symbols are represented as blanks (or zeroes), we have

$$R(z) = C(z) + E(z) + F(z),$$

where $E(z)$ and $F(z)$ represent the error polynomial and erasure polynomial, respectively. Define the errata polyno-
mial as
\[
\tilde{E}(z) = E(z) + F(z) = \tilde{e}_1 z^1 + \tilde{e}_2 z^2 + \cdots + \tilde{e}_{v+p} z^{v+p}.
\]

Let \( \alpha \) be the primitive element in \( GF(2^n) \), we say that errata magnitudes \( \tilde{Y}_l = \tilde{e}_l \), for \( l = 1, \ldots, v + \rho \), occurred at errata locations \( \tilde{X}_l = \alpha^l \) for \( l = 1, \ldots, v + \rho \). Suppose that the \( d - 1 \) consecutive powers of \( \alpha \) used in RS code construction are \( \alpha^0, \alpha^1, \ldots, \alpha^{d-2} \). The RS decoder always begin computing the syndromes \( s_k = R(\alpha^k) = \tilde{E}(\alpha^k) \), \( 0 \leq k \leq d - 2 \).

We introduce the syndrome polynomial \( S(z) = \sum_{k=0}^{d-2} s_k z^k \), and define the errata locator polynomial \( \Lambda(z) \) and errata evaluator polynomial \( \Omega(z) \) as
\[
\Lambda(z) = \prod_{j=1}^{v+p} (1 - \tilde{X}_j z) = 1 + \lambda_1 z + \cdots + \lambda_{v+p} z^{v+p},
\]
\[
\Omega(z) = \sum_{i=1}^{v+p} \tilde{Y}_i \tilde{X}_i^m \prod_{j=1,j\neq i}^{v+p} (1 - \tilde{X}_j z) = \omega_0 + \omega_1 z + \cdots + \omega_{v+p-1} z^{v+p-1}.
\]

We can determine the above two unknown polynomials \( \Lambda(z) \) and \( \Omega(z) \) by solving the key equation [1]:
\[
\Omega(z) \equiv \Lambda(z) S(z) \mod z^{d-1}.
\]

Notice that the \( v + \rho \) roots of \( \Lambda(z) \) consist of the inverses of \( v \) unknown error locations and \( \rho \) known erasure locations. Once \( \Lambda(z) \) and \( \Omega(z) \) are found, the decoder can use Chien search to identify the \( v \) unknown roots of \( \Lambda(z) \) so that all the \( v + \rho \) errata locations \( \tilde{X}_j \) become known. Then all the \( v + \rho \) errata magnitudes \( \tilde{Y}_i \) can be determined by using the Forney algorithm [4]
\[
\tilde{Y}_i = -\tilde{X}_i^{1-m_0} \Omega'(\tilde{X}_i^{-1}) / \Lambda'(\tilde{X}_i^{-1}), \quad \text{for } i = 1, 2, \ldots, v + \rho.
\]

Using all the \( \tilde{X}_j \)'s and \( \tilde{Y}_j \)'s we can derive the errata polynomial \( E(z) \), and finally reconstruct the correct codeword \( C(z) = R(z) - \tilde{E}(z) \).

The VLSI implementation of the above decoding process typically contains four consecutive pipelined stages: 1. the syndrome computation (SC) block; 2. the key equation solver (KES) block; 3. the Chien search (CS) block; 4. the errata evaluator (EE) block. All the blocks work in parallel on consecutive codewords. Pipeline is also typically used in each block to achieve higher throughput. Compared with the other three blocks which can be pipelined in a straightforward manner, the KES block, based on BM or EF algorithm, cannot be easily pipelined due to the presence of inherent feedback loops. Thus we may say that the throughput bottleneck in RS decoders is in the KES block.

3. BERLEKAMP-MASSEY ALGORITHM

Recently an efficient inverse-free BM algorithm was proposed in [5] for errors-and-erasures RS decoding. We adopt such algorithm as the starting point of this work. In the following, we briefly describe this algorithm based on [5]. Notice that such algorithm actually finds scalar multiples \( \beta \cdot \Lambda(z) \) and \( \beta \cdot \Omega(z) \), where \( \beta \) is a field element in \( GF(2^n) \).

Since these scaled results will not affect the computation of errata locations using Chien search and the errata magnitudes using (2), we still refer to the polynomials output by the following BM algorithm as \( \Lambda(z) \) and \( \Omega(z) \).

Suppose errata locations \( \tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_\rho \) correspond to the \( \rho \) erasures, we define the erasure locator polynomial as
\[
\Psi(z) = \prod_{i=1}^{\rho} (1 - \tilde{X}_i z) = 1 + \psi_1 z + \cdots + \psi_\rho z^\rho.
\]

Notice that, provided with \( 2v + \rho + 1 \leq d \), when \( \rho = d - 1 \) or \( \rho = d - 2 \), no errors occurred (or \( v = 0 \)) and the errata locator polynomial \( \Lambda(z) = \Psi(z) \) is immediately available, the decoder can bypass the following BM algorithm and computes errata evaluator polynomial \( \Omega(z) \) directly using (1).

ALGORITHM 3.1. Inverse-Free BM Algorithm for Errors-and-Erasures Decoding

1. Initialization: \( r = k(0) = 0 \), \( \gamma(0) = 1 \), \( \Lambda(0)(z) = B(0)(z) = \Psi(z) \).

2. Set \( r = r + 1 \). If \( r > d - \rho - 1 \), go to step 6, else compute the discrepancy
\[
\delta^{(r-1)} = \lambda^{(r-1)} \cdot s_{r+\rho+1} + \cdots + \lambda^{(r-1)} \cdot s_0.
\]

3. Compute \( \Lambda^{(r)}(z) = \delta^{(r-1)} \cdot \Lambda^{(r-1)}(z) - z \cdot \delta^{(r-1)} \cdot B^{(r-1)}(z) \) so that for \( i = 0, 1, \ldots, d - 3 \),
\[
\lambda^{(r)} = \gamma^{(r-1)} - \lambda^{(r-1)} - \delta^{(r-1)} \cdot b^{(r-1)}.
\]

4. If \( \delta^{(r-1)} \neq 0 \) and \( k^{(r-1)} \geq 0 \), then
\[
\begin{cases}
B^{(r)}(z) = \Lambda^{(r-1)}(z), \\
\gamma^{(r)} = \gamma^{(r-1)}, \\
k^{(r)} = k^{(r-1)} + 1.
\end{cases}
\]

else
\[
\begin{cases}
B^{(r)}(z) = z \cdot B^{(r-1)}(z), \\
\gamma^{(r)} = \gamma^{(r-1)}, \\
k^{(r)} = k^{(r-1)} + 1.
\end{cases}
\]

5. Return to step 2.

6. Set \( \Lambda(z) = \Lambda^{(d-\rho-1)}(z) \), and compute \( \Omega(z) = (\Lambda(z) \cdot S(z)) \mod z^{d-1} \), so that for \( i = 0, 1, \ldots, d - 3 \)
\[
\omega_i = \lambda^{(d-\rho-1)} \cdot s_i + \lambda^{(d-\rho-1)} \cdot s_{i-1} + \cdots + \lambda^{(d-\rho-1)} \cdot s_0.
\]

Notice that \( b^{(r)} \) occurring in the above algorithm are set to zeros. This algorithm provides the solutions of the key equation: \( \Lambda(z) \) and \( \Omega(z) \), where all the \( \lambda_i \) for \( i > v + \rho \) and \( \omega_j \) at least for \( j > v + \rho - 1 \) are zeros.

Notice that the loop between step 2 and 5 is completed in \( d - \rho - 1 \) iterations, and in each iteration there is a data dependency between the computations of (4) and (5) through the discrepancy \( \delta^{(r-1)} \). Thus, if we want to realize the above algorithm in such a way that one iteration is completed in one clock cycle for the minimal latency, the critical path will be larger than \( 2 \cdot (T_{\text{max}} + T_{\text{add}}) \) that is typically much longer than the critical paths of all other building blocks in RS decoder. Therefore, reducing this critical path becomes the key to achieve higher RS decoding throughput.
4. HIGH-SPEED RS DECODER ARCHITECTURE

As mentioned earlier, the authors of [7] proposed a novel algorithm transformation to reformatulate the errors-alone correcting BM algorithm to significantly reduce the critical path, where the basic idea is to remove the data dependency inside of one iteration at the cost of increased computation complexity so that the critical path can be reduced. In this section, we apply the same methodology to reformatulate the above BM algorithm for errors-and-erasures RS decoding. The developed KES block has a regular semi-systolic architecture with the critical path of only $T_{	ext{dec}} + T_{	ext{add}}$. Moreover, to reduce the overall RS decoder hardware complexity without loss of latency, we propose an operation scheduling scheme to make KES block not only solve the key equation but also compute an intermediate polynomial that is a primary input to the reformatulated BM algorithm.

4.1 Reformulated BM Algorithm

In the following we present how to apply the essential methodology behind the algorithm transformation proposed in [7] for errors-alone RS decoding to our interested errors-and-erasures RS decoding. The readers are highly recommended to read [7] for its detailed descriptions.

First notice that the discrepancy $\delta_{r-1}^{(r)}$ in Algorithm 3.1, the pivotal element along the data dependency path, is actually $\delta_{r-1}^{(r)}$, the coefficient of $z^r z^{r+\rho-1}$ in the polynomial

$$\Delta^{(r-1)}(z) = \Lambda^{(r-1)}(z) \cdot S(z)$$

$$= \delta_0^{(r)} + \delta_1^{(r)} z + \cdots + \delta_{r-1}^{(r)} z^{r+\rho-1} + \cdots .$$

If we introduce a new polynomial $\Theta^{(r)}(z) = B^{(r)}(z) \cdot S(z)$, according to Algorithm 3.1, we have

$$\Delta^{(r)}(z) = \Lambda^{(r)}(z) \cdot S(z)$$

$$= \gamma^{(r)} \cdot \Lambda^{(r-1)}(z) - z \cdot \delta^{(r)} \cdot B^{(r-1)}(z) \cdot S(z)$$

$$= \gamma^{(r)} \cdot \Delta^{(r-1)}(z) - z^{r+\rho-1} \cdot \Theta^{(r-1)}(z),$$

where $\Theta^{(r)}(z) = B^{(r)}(z) \cdot S(z)$ will be either $\Delta^{(r-1)}(z) = \Lambda^{(r-1)}(z) \cdot S(z)$ or $z \cdot \Theta^{(r-1)}(z) = z \cdot B^{(r-1)}(z) \cdot S(z)$. We can easily prove that, if $\Delta^{(0)}(z)$ is available at the beginning and we replace the computation of (4) in Algorithm 3.1 with (6), discrepancy $\delta^{(r)} = \delta_{r-1}^{(r)}$, the crucial element in each iteration, will be computed in the previous clock cycle instead of the current clock cycle (or we can say that discrepancy $\delta^{(r)}$ is computed in a look-ahead style).

In this way, the original data dependency in each iteration (or intra-iteration data dependency) has been transformed into successive iterations (or replaced by an inter-iteration data dependency). Thus, with the disappearance of intra-iteration data dependency, all the computations in one iteration can be performed in parallel and, as shown later, the corresponding KES block can achieve the critical path of only $T_{	ext{dec}} + T_{	ext{add}}$.

Let $z_i^j \equiv z_i^j \mod z_i^{d-1} = 0$ for $i < 0$, we introduce the polynomial $\Psi(z)$

$$\Psi(z) = (z^{-\rho} \cdot \Psi(z) \cdot S(z)) \mod z^{d-1} = \sum_{i=0}^{d-2} \phi_i z_i^j,$$

where

$$\phi_i = \psi_0 \cdot s_i + \psi_1 \cdot s_{i+\rho-1} + \cdots + \psi_{\rho} \cdot s_i,$$

Moreover, notice that for any $i < r + \rho$, $\delta_i^{(r)}$ and $\theta_i^{(r)}$ cannot affect the value of any later discrepancy $\delta_{r-\rho+1}^{(r)}$. Consequently, we need not store $\delta_i^{(r)}$ and $\theta_i^{(r)}$ for $i < r + \rho$. Thus we define $\delta_i^{(r)} = \delta_i^{(r+\rho)}$ and $\theta_i^{(r)} = \theta_i^{(r+\rho)}$ and the polynomials

$$\Delta^{(r)}(z) = \sum_{i=0}^{d-2} \delta_i^{(r)} z^i \quad \text{and} \quad \Theta^{(r)}(z) = \sum_{i=0}^{d-2} \theta_i^{(r)} z^i$$

(8)

with initial values $\Delta^{(0)}(z) = \Theta^{(0)}(z) = \Phi(z)$. Based on the above discussion and introduced polynomials, we can readily transform Algorithm 3.1 to the following algorithm suitable for high-speed implementations:

Algorithm 4.1. Reformulated Inverse-Free BM Algorithm for Errors-and-Erases Decoding

1. Initialization: $r = k^{(0)} = 0$, $\gamma^{(0)} = 1$, $\Lambda^{(0)}(z) = B^{(0)}(z) = \Psi(z)$ and $\Delta^{(0)}(z) = \Theta^{(0)}(z) = \Phi(z)$.

2. Set $r = r + 1$. If $r > d - \rho - 1$, algorithm terminates, else compute $\Delta^{(r)}(z) = z^{r+\rho} \cdot \Delta^{(r-1)}(z) - \delta_0^{(r)} \cdot \Delta^{(r-1)}(z) - \delta_0^{(r)} \cdot \delta_0^{(r)} \cdot \Theta^{(r-1)}(z)$ so that for $i = 0, 1, \ldots, d - 2$,

$$\delta_i^{(r)} = \gamma^{(r)} \cdot \delta_i^{(r-1)} - \delta_0^{(r)} \cdot \delta_i^{(r-1)} - \delta_0^{(r)} \cdot \delta_i^{(r-1)} .$$

(9)

3. Compute $\Lambda^{(r)}(z) = \gamma^{(r)} \cdot \Lambda^{(r-1)}(z) - z^{r+\rho} \cdot \delta_0^{(r)} \cdot \Lambda^{(r-1)}(z)$ so that for $i = 0, 1, \ldots, d - 3$,

$$\lambda_i^{(r)} = \gamma^{(r)} \cdot \lambda_i^{(r-1)} - z_i^{r+\rho} \cdot \delta_0^{(r)} \cdot \lambda_i^{(r-1)} .$$

(10)

4. If $\delta_0^{(r-1)} \neq 0$ and $k^{(r-1)} \geq 0$, then

$$\begin{aligned}
B^{(r)}(z) &= \Lambda^{(r-1)}(z), \\
\Theta^{(r)}(z) &= z^{r+\rho} \cdot \Lambda^{(r-1)}(z), \\
\gamma^{(r)} &= \gamma^{(r-1)}, \\
k^{(r)} &= k^{(r-1)} - 1 .
\end{aligned}$$

else

$$\begin{aligned}
B^{(r)}(z) &= z^{r+\rho} \cdot \Lambda^{(r-1)}(z), \\
\Theta^{(r)}(z) &= \Theta^{(r-1)}(z), \\
\gamma^{(r)} &= \gamma^{(r-1)}, \\
k^{(r)} &= k^{(r-1)} + 1 .
\end{aligned}$$

5. Return to step 2.

It is clear that, in the above algorithm, all the computations in one iteration, (9) and (10), can be carried out in parallel, from which we may easily develop its hardware realization architecture, as shown later, with a critical path of only $T_{\text{dec}} + T_{\text{add}}$. Notice that $\Lambda^{(d-r-1)}(z)$ is exactly the solution of the key equation for $\Lambda(z)$. Although $\tilde{\Omega}(z) = \Lambda^{(d-r-1)}(z)$ is not the solution of the key equation for $\Omega(z)$, following the argument in [7], we have

$$\Omega(\tilde{X}_i^{(d-1)}) = -\tilde{X}_i^{(d-1)} \cdot \tilde{\Omega}(\tilde{X}_i^{(d-1)}) , \quad \text{for} \quad i = 1, 2, \ldots, v + \rho .$$

Thus, using the above reformulated algorithm, we can find all the errata locations $\tilde{X}_i$ by applying Chien search on $\Lambda(z)$ and derive all the errata magnitudes by rewriting (2) as

$$\tilde{Y}_i = -\frac{\tilde{X}_{i-1}^{(d-1)} \cdot \tilde{\Omega}(\tilde{X}_{i-1}^{(d-1)})}{\Lambda^{(d-1)}} , \quad \text{for} \quad i = 1, 2, \ldots, v + \rho .$$
In this way, we still say that the Algorithm 4.1 solves the RS decoding key equation and the corresponding hardware block is referred as key equation solver (KES).

4.2 Decoder Architecture

Following the above discussion, we know that such errors-and-erasures RS decoder principally contains six blocks: 1. the syndrome computation (SC) block; 2. the erasure locator (EL) block to compute erasure locator polynomial \( \Psi(z) \); 3. the \( \Phi \)-block to compute polynomial \( \Phi(z) \); 4. the key equation solver (KES) block; 5. the Chien search (CS) block; 6. errata evaluator (EE) block. Since all other blocks have been well-investigated in conventional errors-alone RS decoder implementations, in what follows, we only consider the architecture design for the EL, \( \Phi \)-block and KES blocks. For the implementations of other blocks, readers are referred to [2][8], etc.

The architecture design for EL block can be performed in a quite straightforward manner. Let \( \alpha_1, \alpha_2, \ldots, \alpha_p \) be the \( p \) erasure locations where \( t_1 < t_2 < \cdots < t_p \). Suppose, before the erasure at \( \alpha^{t_p} \) is detected, we have obtained the intermediate erasure locator polynomial

\[
\psi^{(s-1)}(z) = \prod_{i=1}^{s-1} (1 - \alpha^i z) = 1 + \psi_1^{(s-1)} z + \cdots + \psi_{s-1}^{(s-1)} z^{s-1}.
\]

Then, after detecting the erasure at \( \alpha^{t_p} \), we update the intermediate erasure locator polynomial as

\[
\psi^{(s)}(z) = \psi^{(s-1)}(z) \cdot (1 - \alpha^{t_p} z) = 1 + \psi_1^{(s)} z + \cdots + \psi_s^{(s)} z^s,
\]

where \( \psi_1^{(s)} = \psi_1^{(s-1)} - \alpha^{t_p} \cdot \psi_1^{(s-1)} \). Based on such iterative update rule, we can easily develop one possible hardware architecture as shown in Fig. 2 for the EL block if the received codeword is fed to the decoder one code symbol per clock cycle, which is a typical configuration in conventional RS decoder design. Notice that the critical path here is \( T_{\text{mult}} + T_{\text{add}} \).

\[
\begin{align*}
\text{Control} & \quad \delta^{(0)}_j \quad \delta^{(0)}_j \\
\text{Discrepancy Computation (DC) block} & \quad \mu^{(0)}_j \quad \mu^{(0)}_j \\
\text{Error Locator Update (ELU) block} & \quad \lambda^{(0)}_j \quad \lambda^{(0)}_j \\
\text{PE0,} & \quad \lambda^{(0)}_j \\
\text{PE1,} & \quad \lambda^{(0)}_j \\
\text{PE2,} & \quad \lambda^{(0)}_j \\
\text{PE3,} & \quad \lambda^{(0)}_j \\
\text{PE4,} & \quad \lambda^{(0)}_j \\
\text{PE5,} & \quad \lambda^{(0)}_j \\
\text{PE6,} & \quad \lambda^{(0)}_j \\
\text{PE7,} & \quad \lambda^{(0)}_j
\end{align*}
\]

**Figure 1:** Key equation solver (KES) block architecture.

**Figure 2:** Erasure locator (EL) block architecture.

Next let’s consider the KES architecture. Directly exploring the above reformulated BM algorithm and referring to the semi-systolic KES architecture presented in [7], we may easily obtain the semi-systolic KES architecture, as shown in Fig. 1, for the implementation of errors-and-erasures RS decoder. This KES architecture mainly consists of two sub-blocks: discrepancy computation (DC) block and error locator update (ELU) block, which perform the computations of (9) and (10) in each iteration, respectively. Compared with the KES for errors-alone RS decoder [7], this architecture contains \( \left( \frac{d-3}{2} \right) \) – 1 more PE0 blocks due to the higher possible degree of errata locator polynomial \( \Lambda(z) \).

Notice that, as shown in Fig. 1, \( \kappa^{(U)}_i \) and \( \kappa^{(L)}_i \) in each PE0, and \( \mu^{(U)}_i \) and \( \mu^{(L)}_i \) in each PE1, represent the initialization value of the corresponding upper and lower DFF (D flip-flop) in each PE0, and PE1 blocks. According to Algorithm 4.1, if we initialize all the DFF’s with

\[
\begin{align*}
\kappa^{(U)}_i &= \kappa^{(L)}_i = \psi_i, & i = 0, 1, \ldots, d - 3, \\
\mu^{(U)}_i &= \mu^{(L)}_i = \phi_i, & i = 0, 1, \ldots, d - 2,
\end{align*}
\]

such KES block will produce \( \Lambda(z) \) and \( \hat{\Omega}(z) \) in\( d - \rho - 1 \) clock cycles.

Finally let’s consider the implementation of \( \Phi \)-block for the computation of polynomial \( \Phi(z) \). From (7) we know
that $\Phi(z)$ is obtained through a polynomial multiplication followed by modular $z^d - 1$. It’s well-known that the polynomial multiplication can be realized using a FIR filter with the coefficients initialized by one of the two multiplying polynomials [1], thus we can implement the $\Phi$-block using a $d-1$ order FIR as shown in Fig. 3: each coefficient is set to $s_i$, the coefficient of $S(z)$, and each coefficient $\psi_i$ of $\Psi(z)$ is sequentially fed to this FIR as primary input.

![Figure 3: FIR Architecture for $\Phi$-block.](image)

Each DFF in the such FIR filter is reset to zeroes at the beginning, then each coefficient $\psi_i$ is input sequentially with the subscript $i$ increasing from 0 to $\rho$. We can easily prove that after the last element $\psi_\rho$ is fed to the FIR at $(\rho + 1)$-th clock cycle, as shown in Fig. 3, the output of all the DFF’s in this FIR are exactly $a_{\rho+1}$, $a_{\rho+2}$, \ldots, $a_\rho$, the coefficients of desired polynomial $\Phi(z)$.

From the above discussion, we know that the $\Phi$-block and the $MC$ block complete computation for one codeword frame in $\rho + 1$ and $d - \rho - 1$ clock cycles, respectively. Since the erasure number $\rho$ may varies from 0 to $d - 1$, it’s desirable to implement the $\Phi$-block and the $MC$ block in the same pipeline stage so that they work on the same codeword frame and produce polynomial $\Lambda(z)$ and $\hat{\Omega}(z)$ in the fixed $d$ clock cycles. However, in each $d$ clock cycles, the $\Phi$-block and the $MC$ block will be idle in $d - \rho - 1$ and $\rho + 1$ clock cycles, respectively, which is a somehow waste of silicon area. In the following, we propose a simple scheduling scheme for the $MC$ block in such a way that it can compute $\Psi(z)$ and solve the key equation in total $d$ clock cycles. Therefore, we don’t need to physically implement the above $d - 1$ order FIR for the $\Phi$-block.

Notice that, as shown in Fig. 1, if we set $\gamma_r = 1$ and $MC = 0$ and consecutively assign $\delta_r$ as $\psi_i$ with the subscript $i$ increasing from 0 to $\rho$, the DC block will perform in the exactly same way as the $d - 1$ order FIR for the $\Phi$-block as in Fig. 3. Based on the above observation, we propose the following scheduling scheme for the $MC$ block to complete both the computation of $\Phi(z)$ and solve the key equation in total $d$ clock cycles:

PROCEDURE 4.1. KES Block Operation Scheduling

1. In the first $\rho + 1$ clock cycles, compute $\Phi(z)$ using the DC block only:
   
   (a) Initialize all the DFF’s in DC block with $\mu_i^{(U)} = 0$ and $\mu_i^{(L)} = s_i$, for $i = 0, 1, \ldots, d - 2$, set $\gamma = 1$ and $MC = 0$.
   
   (b) For $0 \leq r \leq \rho$, in each clock cycle, set $\delta_r = \psi_r$.
   
   After $\rho + 1$ clock cycles, the content of the upper DFF in each PE1 block, $\delta_r^{[p+1]}$, is equal to $\psi_i$.

2. In the following $d - \rho - 1$ clock cycles, compute the $\Lambda(z)$ using ELU block and $\hat{\Omega}(z)$ using DC block:

   (a) Re-initialize all the DFF’s in DC and ELU blocks with $\mu_i^{(L)} = \mu_i^{(U)} = \psi_i$ and $\kappa_i^{(L)} = \kappa_i^{(L)} = \psi_i$.
   
   (b) For $0 \leq r \leq d - \rho - 1$, in each clock cycle, set $\delta_r^{(r)} = \delta_r^{(r)}$ and generate $\gamma^{(r)}$ and $MC^{(r)}$ according to Algorithm 4.1.

Finally, we obtain the polynomial $\Lambda(z)$ and $\hat{\Omega}(z)$ as illustrated in Fig. 1.

5. CONCLUSION

Applying the methodology behind the algorithm transformation proposed in [7], in this paper, we reformulated the BM algorithm for errors-and-erasures RS decoding and correspondingly present the semi-systolic architecture which has a critical path of only $T_{max} + Tadd$. Moreover, an operation scheduling scheme has been proposed for the key equation solver (KES) block so that the overall RS decoder hardware complexity can be reduced without loss of throughput. Compared with the errors-alone RS decoder, the presented errors-and-erasures RS decoder may achieve the same throughput but requires extra $d + 2 \cdot \left[\frac{d-\rho}{2}\right] - 3$ multipliers and $d + \left[\frac{d-\rho}{2}\right] - 3$ adders due to the implementation of erasure locator (EL) block and higher possible degree of errata locator polynomial $\Lambda(z)$ in the KES block.
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