A Unified Model for Joint Throughput-Overhead Analysis of Mobile Ad Hoc Networks

Zhenzhen Ye and Alhussein A. Abouzeid
Dept. of Electrical, Computer and Systems Engineering, Rensselaer Polytechnic Institute
110 8th Street, Troy, NY 12180, USA
yez2@rpi.edu, abouzeid@ecse.rpi.edu

ABSTRACT

We develop an analytical framework to study the throughput and routing overhead for proactive and reactive routing strategies in random access mobile ad hoc networks. To characterize the coexistence of the routing control traffic and data traffic, we model the interaction as a multi-class queue model at each node, where the aggregate control traffic and data traffic are two different classes of customers of the queue. We investigate the scaling property of the throughput, maximum mobility degree supported by the network and mobility-induced throughput deficiencies, under both classes of routing strategies. The proposed analytical model can be extended to incorporate various optimization techniques in routing. We present one exemplary technique and discuss its impacts on the scaling properties of throughput and routing overhead. The connection between the derived throughput result and some well-known network throughput capacity results in the literature is also addressed.
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1. INTRODUCTION

Mobile ad hoc networks (MANETs) support a variety of new applications in many military and civilian settings due to the availability of portable wireless communication devices and the flexibility offered when networking them. A fundamental research question is the capability of supporting data traffic in large-scale MANETs, i.e., how feasible a large-scale MANET is. Several theoretical results have been recently discovered for the extreme performance points of a MANET under certain assumptions e.g. [1, 2, 3, 5, 4]. All of these works focus on characterizing the fundamental scaling properties of the performance of a MANET without the restriction of the choice of routing/relaying scheme used in the network – typically an idealized scheme is assumed. In parallel, various practical routing protocols have been proposed for MANETs (e.g. see [6, 7] and references therein). The performance of these routing protocols has been primarily evaluated by simulations. Simulation results reported in the literature show that the performance of a routing protocol heavily depends on several key parameters such as node density, mobility degree, traffic pattern, etc., to name a few. However, simulation itself as a tool is limited in that it provides no analytical expressions of the impacts of one or more of these parameters on the performance. Simulations also do not scale well. This work fills in this gap.

Thus, the key question that this work addresses is: Given a particular routing strategy, how does the achievable performance scale with the network parameters?

In this paper, we present a framework for addressing this question and provide answers for particular classes of routing protocols of MANETs: proactive routing and reactive routing. The number of nodes and the mobility degree in the network are two of the most important network parameters in evaluating the feasibility of a routing strategy in a large-scale dynamic wireless network. For the mobility metric, we use the average relative speed in the network, which has been empirically shown to be a good metric to quantify the dynamics of a MANET [8].

Unlike some of the recent theoretical works in studying the achievable throughput in a MANET that assume that mobility can be used for improving throughput, such as [2, 3, 4, 5], mobility actually plays an opposite role in many practical routing protocols, such as in situations with localized mobility, or mobility with variance that is much lower than the tolerable application delay. It is well known that under these conditions, mobility does not improve throughput. For example, in proactive routing, mobility-induced link breakages initiate routing-layer actions to update and propagate the topology information. In reactive routing, mobility-induced path breakages initiate routing-layer actions for repairing or re-discovering path(s) between the corresponding source-destination pair(s). In either case, the control overhead is generated and propagated over the network. (In this paper, the terms of routing overhead, control overhead and control traffic are exchangeable.) Such control traffic consumes a
portions of network resources and thus affects the achievable throughput of the network. This issue has not been sufficiently considered in the theoretical literature.

Thus, in this paper, the coexistence of such mobility-induced control traffic with the user-generated (i.e., applications) data traffic in the network motivates the development of a generic multi-class queue model at a node, where the aggregate control traffic and aggregate data traffic are two different classes of customers of the queue. From the stability requirement of a queue, we first analyze the throughput of the network under both proactive and reactive routing strategies and characterize its scaling properties. Then we study the impact of mobility on the throughput performance of the network from two metrics: (i) the critical degree of mobility beyond which all the capacity of the network is consumed by control traffic; and (ii) the mobility-induced throughput deficiency which quantifies the negative effect of mobility on the throughput of proactive/reactive routing. The proposed analytical model can be readily extended to analyze the routing strategies incorporated with various optimization techniques, such as expanding ring search [9], route caching [10] and multi-point relaying [11]. We present one such technique - node selection in flooding operations, as an example, and investigate its impacts on the scaling properties of throughput and routing overhead. We also discuss the connection between the derived throughput result and well-known network throughput capacity results in [1, 2].

2. NETWORK MODEL

2.1 Topology and Traffic Setting

We consider $n+1$ mobile nodes randomly distributed in a torus of unit area. The position of any node is assumed to be a stationary random process with stationary distribution uniform on the area of interest and the trajectories of different nodes are independently and identically distributed; each node is equipped with an omnidirectional antenna and the transmission range is given by $r$; the number of neighbors of any node is also a stationary random process with expected value $n\pi r^2$.

The external data traffic is uniformly distributed on each node within the network; each node is the source for one session, and the destination of another session$^1$; the source-destination association does not change with time, although the nodes themselves move; sessions are independent and each session has the same average data packet rate $\lambda_d^f$ (i.e., throughput per session).

The (active) path length of any session$^3$, measured in number of hops, is assumed to be a stationary random process with the expected path length $\bar{L}$. The size of the transmission buffer at a node is assumed to be infinite; the transmission of a packet is controlled by a random access MAC protocol.

2.2 Routing Strategies

The routing strategies under investigation are generic but have preserved basic properties in practical proactive and reactive routing.

2.2.1 Proactive Routing

The basic operation in proactive routing is to periodically update the topology information by each node. To make the topology information consistent in the network, this information is usually propagated over the whole network. In our proactive routing protocol model, each node has a clock that is not required to be synchronized. Each node notifies its existence via periodic transmission of “HELLO” messages to its neighboring nodes, and detects the link changes with its neighboring nodes by listening to the transmission of “HELLO” messages from its neighbors. All nodes follow the same time period for transmitting “HELLO” messages. In addition, each node periodically sends the link status changes, either detected by itself or received from another node, to its neighboring node. From the received “HELLO” messages and link change messages (if any), each node updates the stored network topology information on it and if necessary, the routes to destination nodes are also updated. The route between any source-destination node pair found by the protocol follows a shortest path [6]. The “HELLO” messages are used to maintain the local connectivity of a node, which has been widely adopted in wireless communication protocols to detect the PHY/MAC layer link status changes [12].

The control overhead in proactive routing consists of link change messages and “HELLO” messages. We denote the link change rate per node as $\lambda_c l$ and the rate of transmitting “HELLO” messages at any node is $\lambda_h$. We assume that the control packet length for reporting a link change is the same as that of a “HELLO” message.

2.2.2 Reactive Routing

Unlike proactive routing, the routes in reactive routing are discovered and maintained in an on-demand fashion. In our reactive routing protocol model, each node also uses periodic “HELLO” messages to maintain its local connectivity. If there is mobility-induced path breakage between a source-destination node pair$^4$, a route-error (RERR) message will be sent to the source node along the path, by the node who detects the breakage. Once the RERR message arrives at the source node, the source node will initiate a route discovery process by flooding the route-request (RREQ) message over the network. Once the RREQ message reaches the destination node, the destination node will reply to this route request by unicasting a route-reply (RREP) message back to the source node, along the forwarding path of the first arrival RREQ$^5$. In this basic version of reactive routing protocol model, we do not consider optimization techniques such as expanding ring search [9] which reduces the flooding overhead or route caching [10] which reduces the delay in route discovery. We refer interested readers to [22] for a detailed discussion on extensions of our analytical model to incorporate the impacts of these techniques.

The control overhead in reactive routing consists of RREQ, RREP and RERR messages and “HELLO” messages. The rates of RREQ, RREP and RERR messages are closely related to the breakage rate of a path. The path breakage

\footnotesize
\(^1\)The same setting has been used in [2, 3].
\(^2\)All rates are average unless otherwise noted, and thus we will drop the word “average” in most of the discussions since it is obvious.
\(^3\)In the case that multiple paths are available for a session, only one path is active and others are for backup.
\(^4\)In this paper, we use “path” and “route” interchangeably.
\(^5\)We assume that links are bi-directional.
rate of any session is denoted by $\lambda_{c,i}$. The rate of transmitting “HELLO” messages at any node is the same as that in proactive routing (i.e., $\lambda_{c,h}$) since it only depends on local connectivity of a node. We also assume that the control packet lengths of RREQ, RREP and RERR are the same as that of a “HELLO” message.

### 2.3 A Multi-Class Queue Model for Data and Control Traffics

When control overhead is taken into account, each individual node can be modeled as a multi-class queuing system with two types of traffic, control packets and data packets. With the given traffic setting in Section 2, we observe that a large portion of the traffic going through a node is the relayed traffic for other source-destination pairs. This is especially true for large-scale networks [1]. Therefore the aggregate control traffic and aggregate data traffic on a node are approximately independent, though the data and control traffic from the same session are dependent. We allow any service discipline used at each node, as long as the service discipline is independent of sessions. The arrival rate of the aggregate data (control) traffic at the queue of a node is denoted as $\lambda_d$ ($\lambda_c$), and the service rate for the aggregate data (control) traffic at the queue of a node is denoted as $\mu_d$ ($\mu_c$). The utilization of a node for data traffic is $\rho_d = \lambda_d / \mu_d$ and the total utilization of a node is $\rho = \rho_d + \rho_c$. The main notations used in this paper are summarized in Table 1.

One key issue in the proposed multi-class queue model is to determine the arrival rates and service rates of aggregate data and control traffic at a node. The arrival rate of the aggregate control traffic $\lambda_c$ depends on the specific routing strategy used in the network and thus the proactive routing and reactive routing have different values of this arrival rate, which will be derived in Section 3. The service rates $\mu_d$ and $\mu_c$ will be given in Section 4. For the arrival rate of the aggregate data traffic $\lambda_d$, since routes found by both proactive routing and reactive routing strategies follow the shortest path fashion [6], it can be derived as follows.

For any session, given the length of the route between the source and the destination to be $h(\geq 1)$ hops, the data packet rate generated by the session (i.e., $\lambda^E_d$) will contribute to the arrival rates of data traffic at the queues of the source and $(h - 1)$ relaying nodes. Thus the total data traffic rate contributed to the network by this session is $h\lambda^E_d$.

There are $(n+1)$ independent sessions with the same data packet rate. Given that the path lengths of these sessions as $\{h_1, \ldots, h_{n+1}\}$, the total data traffic rate in the network is $\sum h_i \lambda^E_d$. Then, unconditioned on $\{h_1, \ldots, h_{n+1}\}$, the total data traffic rate in the network is $(n+1)\bar{\Pi}\lambda^E_d$. On the other hand, for any session, given the positions of the source and the destination and the corresponding length of the route to be $h > 1$, any other node except the source and the destination has an equal probability to serve as a relay of the session since this probability only depends on the positions of nodes and nodes have an independent and identical stationary distribution on position. This indicates that nodes have the same traffic rate for relaying data. As every node also generates data traffic at the same rate (i.e., $\lambda^E_d$), the arrival rate of the aggregate data traffic at the queue of any node is thus given by

$$\lambda_d = \frac{1}{n+1} \left[ (n+1)\bar{\Pi}\lambda^E_d \right] = \bar{\Pi}\lambda^E_d. \quad (1)$$

### 3. CONTROL TRAFFIC

#### 3.1 The Mobility-induced Control Traffic in Proactive Routing

In proactive routing, the amount of mobility-induced control traffic at any node is determined by the link change rate $\lambda_{c,j}$ and the rate of transmitting “HELLO” messages $\lambda_{c,h}$. We determine these two quantities as follows.

To derive the link change rate $\lambda_{c,j}$ at an arbitrary node $A$, we consider the (possible) link between node $A$ and another arbitrarily chosen node $B$. Since both node $A$ and $B$ are mobile, we consider the movement of node $B$ relative to node $A$. We assume that the relative movement of node $B$ at any time satisfies two conditions:

1. the relative speed $v \in [0, v_{max}]$ follows an arbitrary distribution $f_v(v)$, where $v_{max} > 0$ is the finite maximum relative speed of a node;
2. the relative movement direction $\theta \in [0, 2\pi)$ follows a uniform distribution.

These two conditions are compatible to our assumptions on the node (absolute) mobility in Section 2.1. One well-known mobility model satisfying these two conditions is the random-walk mobility model [14].

At any time $t$, consider a small time interval $[t, t + \Delta t]$ where $\Delta t > 0$. When the time interval is sufficiently small, the relative movement of node $B$ can be seen as invariant, i.e., the relative speed $v$ and direction $\theta$ are constants in this small interval. Denote the distance between node $A$ and node $B$ at time $t$ as $d_{AB}(t)$. To find out the link change rate between node $A$ and $B$, we consider two cases.

In the first case, node $B$ is outside of the transmission range of node $A$ at time $t$, i.e., $d_{AB}(t) > r$. There is a link change at time $t + \Delta t$ if $d_{AB}(t + \Delta t) \leq r$.

We note that

$$P(d_{AB}(t + \Delta t) \leq r, d_{AB}(t) > r | v) = \int_r^{r+\Delta t} P(d_{AB}(t + \Delta t) \leq r | v, x) f_d(x) dx = \int_r^{r+\Delta t} P(d_{AB}(t + \Delta t) \leq r | v, x) 2\pi dx,$$

where $P(d_{AB}(t + \Delta t) \leq r | v, x)$ is the probability density function of the relative distance $d_{AB}(t + \Delta t)$ at time $t + \Delta t$, given that the relative position is $x$ at time $t$.

### Table 1: List of Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>The transmission range of a node</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>Average path length of a session (in hops)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Average relative speed of nodes in the network</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Average absolute speed of a node</td>
</tr>
<tr>
<td>$W$</td>
<td>The transmission rate of a node (bit per sec)</td>
</tr>
<tr>
<td>$L$</td>
<td>A data packet length (in bit)</td>
</tr>
<tr>
<td>$\beta L$</td>
<td>A control packet length (in bit)</td>
</tr>
<tr>
<td>$1/\xi$</td>
<td>The mean duration of the back-off timer</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Mobility-induced relative throughput deficiency</td>
</tr>
<tr>
<td>$\lambda^E_c$</td>
<td>Data packet rate (i.e., throughput) per session</td>
</tr>
<tr>
<td>$\lambda_{c,l}$</td>
<td>Link change rate per node</td>
</tr>
<tr>
<td>$\lambda_{c,h}$</td>
<td>“HELLO” message rate per node</td>
</tr>
<tr>
<td>$\lambda_{c,p}$</td>
<td>The breakage rate of a path</td>
</tr>
<tr>
<td>$\lambda_c$</td>
<td>The aggregate control traffic arrival rate at a node</td>
</tr>
<tr>
<td>$\lambda_d$</td>
<td>The aggregate data traffic arrival rate at a node</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>The service rate of control traffic at a node</td>
</tr>
<tr>
<td>$\mu_d$</td>
<td>The service rate of data traffic at a node</td>
</tr>
<tr>
<td>$\rho_c$</td>
<td>The utilization of a node for control traffic</td>
</tr>
<tr>
<td>$\rho_d$</td>
<td>The utilization of a node for data traffic</td>
</tr>
<tr>
<td>$\rho$</td>
<td>The utilization of a node</td>
</tr>
</tbody>
</table>
where \( f_{d_{AB}}(x|v) = f_{d_{AB}}(x) \) is the probability density function (PDF) of the (random) distance between node A and B, which is independent of \( v \); the upper-limit \( r + v\Delta t \) of the integration is due to that \( P[d_{AB}(t + \Delta t) \leq r|v, d_{AB}(t) > r + v\Delta t] = 0 \). For a given distance \( d_{AB}(t) \in (r, r + v\Delta t] \),

\[
P[d_{AB}(t + \Delta t) \leq r|v, d_{AB}(t)] = \frac{2\omega}{2\pi},
\]

(2)

which is the probability that node B reaches the (solid) arc in Fig. 1 at time \( t + \Delta t \), since node B has equal probability to reach any point on the circle centered at the position of node B at time \( t \) with a radius \( v\Delta t \). For a sufficiently small \( \Delta t \),

\[
\omega \approx \arccos \left( \frac{d_{AB}(t) - r}{v\Delta t} \right).
\]

(3)

With (2) and (3), we have

\[
P[d_{AB}(t + \Delta t) \leq r, d_{AB}(t) > r|v] \approx \int_{r+v\Delta t}^{r+v+\Delta t} \frac{1}{\pi} \arccos \left( \frac{x - r}{v\Delta t} \right) 2\pi x dx = 2v\Delta t \left( r + \frac{v\Delta t}{8} \right).
\]

(4)

In the second case, when node B is outside of the transmission range of node A at time \( t \), i.e., \( d_{AB}(t) \leq r \), there is a link change at time \( t + \Delta t \) if \( d_{AB}(t + \Delta t) > r \). Similar to the first case, we have

\[
P[d_{AB}(t + \Delta t) > r|v, d_{AB}(t) \leq r] = \int_{r}^{r+\Delta t} P[d_{AB}(t + \Delta t) > r|v, x] 2\pi x dx,
\]

where the lower-limit \( r - v\Delta t \) of the integration is due to that \( P[d_{AB}(t + \Delta t) > r|v, d_{AB}(t) < r - v\Delta t] = 0 \). For a given distance \( d_{AB}(t) \in (r - v\Delta t, r) \),

\[
P[d_{AB}(t + \Delta t) > r|v, d_{AB}(t)] = \frac{2\omega}{2\pi}, \quad \omega \approx \arccos \left( \frac{r - d_{AB}(t)}{v\Delta t} \right).
\]

(5)

which is the probability that node B reaches the (solid) arc in Fig. 2 at time \( t + \Delta t \). For a sufficiently small \( \Delta t \),

\[
\omega \approx \arccos \left( \frac{r - d_{AB}(t)}{v\Delta t} \right).
\]

(6)

With (5) and (6), we have

\[
P[d_{AB}(t + \Delta t) > r, d_{AB}(t) \leq r|v] \approx \int_{r-v\Delta t}^{r} \frac{1}{\pi} \arccos \left( \frac{x - r}{v\Delta t} \right) 2\pi x dx = 2v\Delta t \left( r - \frac{v\Delta t}{8} \right).
\]

(7)

Let \( e_{AB}(\Delta t) \in \{0, 1\} \) be an indicator that there is a link change between node A and node B in a small interval \( \Delta t \), where \( 0(1) \) denotes there is (not) a link change. Combining the above two cases, the probability that \( e_{AB}(\Delta t) = 1 \) is given by

\[
P[e_{AB}(\Delta t) = 1] = \int_{0}^{r_{\max}} P[d_{AB}(t + \Delta t) > r|v] f_{V}(v) dv + \int_{0}^{r_{\max}} P[d_{AB}(t + \Delta t) \leq r|v] f_{V}(v) dv
\]

\[
= \int_{0}^{r_{\max}} \int_{r+v\Delta t}^{r+v+\Delta t} \frac{1}{\pi} \arccos \left( \frac{x - r}{v\Delta t} \right) 2\pi x dx f_{V}(v) dv + \int_{0}^{r_{\max}} \int_{r}^{r+\Delta t} \frac{1}{\pi} \arccos \left( \frac{x - r}{v\Delta t} \right) 2\pi x dx f_{V}(v) dv
\]

\[
= 4v\Delta tf_{V}(v) + 4v\Delta t,
\]

(8)

where \( v \) is the average relative speed of a node.

Therefore the number of link changes associated with node A in a small interval \( \Delta t \) is \( \sum_{B \notin A} e_{AB}(\Delta t) \) and its expected value is given by

\[
\mathbb{E} \left[ \sum_{B \notin A} e_{AB}(\Delta t) \right] = \sum_{B \notin A} \mathbb{E}[e_{AB}(\Delta t)] = 4n\bar{v}\Delta t.
\]

Since each link change event is observed by two nodes associated with the link, the link change rate per node is

\[
\lambda_{c,l} = \lim_{\Delta t \to 0} \frac{1}{2} \mathbb{E} \left[ \sum_{B \notin A} e_{AB}(\Delta t) \right] = 2n\bar{v}. \quad \text{(9)}
\]

On the other hand, as the periodic “HELLO” messages are used to maintain the local connectivity of a node and the status of the local connectivity changes at the same rate as the link change rate per node, the rate of transmitting “HELLO” messages at a node should be proportional to \( 2n\bar{v} \). Therefore,

\[
\lambda_{c,h} = 2c_{1}n\bar{v}, \quad \text{(10)}
\]

where \( c_{1} > 0 \) is a constant.

In proactive routing, the link change message is flooded over the network. Without any optimization in the flooding operation, each node in the network will re-broadcast the link change message once. Thus, the link change rate per node \( \lambda_{c,l} \) contributes to the arrival rate of the control traffic at the queue of each node in the network. As there are \( (n+1) \) nodes, the control traffic rate arriving at the queue of each node, due to link changes, is \( (n+1)\lambda_{c,l} \). On the other hand, since a “HELLO” message is only broadcasted to one-hop neighboring nodes, it only contributes to the arrival control traffic at the queue of the transmitting node. Therefore, the arrival rate of the aggregate control traffic at the queue of any node is

\[
\lambda_c = (n+1)\lambda_{c,l} + \lambda_{c,h} = (n+1 + c_{1})2n\bar{v}. \quad \text{(11)}
\]
3.2 The Mobility-induced Control Traffic in Reactive Routing

To determine the mobility-induced control traffic in reactive routing, the key is to find the path breakage rate \( \lambda_{c,p} \). Given that there is a link between an arbitrary node pair A and B at time \( t \), i.e., \( d_{AB}(t) \leq t \), and the relative speed between A and B is \( v \), the probability that the link is broken during a small time interval \( \Delta t \) is given by

\[
P[d_{AB}(t + \Delta t) > r|d_{AB}(t) \leq r] = \frac{P[d_{AB}(t + \Delta t) > r, d_{AB}(t) \leq r]}{P[d_{AB}(t) \leq r]}
\]

\[
= \int_{r \Delta t}^{\infty} P[d_{AB}(t + \Delta t) > r, x] 2\pi x dx
\]

\[
\approx \frac{1}{\pi r^2} 2v \Delta t \left( r - \frac{\pi v \Delta t}{8} \right).
\]  

(12)

Unconditioned on \( v \), the link breakage probability of the link between node A and node B is

\[
p_v(\Delta t) = P[d_{AB}(t + \Delta t) > r|d_{AB}(t) \leq r] = \frac{2v \Delta t}{\pi r^2} - \frac{v^2 (\Delta t)^2}{4r^2}.
\]  

(13)

where \( \overline{v^2} \triangleq \mathbb{E}[v^2] \).

Consider a path consisting of \( h \geq 1 \) links between a source-destination pair of any given session. Although the consecutive links along the path are generally dependent, the dependence between links which do not share a common node is negligible [14, 13]. Indexing the links as \( i = 1, 2, ..., h \), according to their distances to the source node. We select a set of links with odd indices (i.e., \( S_l \triangleq \{1, 3, 5, ...\} \)). Since the links in \( S_l \) are separated at least one hop, they are approximately independent of each other. Let \( P_p(\Delta t|h) \) be the probability that the path is broken in the interval \( \Delta t \), we have

\[
P_p(\Delta t|h) \geq 1 - (1 - p_v(\Delta t))^{h/2},
\]  

(14)

where \( p_v(\Delta t) \) is given in (13). On the other hand, let \( i, \ i = 1, ..., h \) be the indicator of the link breakage of \( i \)th link in the path, with the help of union bound, we have

\[
P_v(\Delta t|h) = P[\cup_i(i = 1)] \leq \sum_i P[i = 1] = h p_v(\Delta t).
\]  

(15)

From (14) and (15), the path breakage rate for a path with \( h \geq 1 \) links is bounded by

\[
\lim_{\Delta t \to 0} \frac{1 - (1 - p_v(\Delta t))^{h/2}}{\Delta t} \leq \lim_{\Delta t \to 0} \frac{P_p(\Delta t|h)}{\Delta t} \leq \lim_{\Delta t \to 0} \frac{h p_v(\Delta t)}{\Delta t} \Rightarrow \overline{v} h \leq \frac{h \overline{\Delta t}}{\pi r} \leq \frac{2h \overline{v}}{\pi r}.
\]  

(16)

The result in (16) is almost the same as the empirical formula given in [8] where the empirical formula is obtained from extensive simulation on different reactive routing protocols. Unconditioned on the path length \( h \), the path breakage rate \( \lambda_{c,p} \) is bounded by

\[
\frac{v \overline{\Delta t}}{\pi r} \leq \lambda_{c,p} \leq \frac{2h \overline{v}}{\pi r}.
\]  

(17)

As mentioned in Section 2.2, the control traffic consists of RREQ, RREP and RERR messages and “HELLO” messages. The rates of RREQ, RREP and RERR messages for discovering and maintaining routes are closely related to

\( \lambda_{c,p} \). We specify the control traffic rates induced by RREQ, RREP and RERR as follows.

- **RREQ traffic rate per node:** the RREQ message is flooded over the network. Without any optimization in this flooding operation, all nodes except the destination node of the RREQ message will re-broadcast the RREQ message. For any session, the rate of this flooding operation is the same as the path breakage rate \( \lambda_{c,p} \). Since any node participates the flooding operations of \( n \) sessions (except the session that it is the destination), the RREQ traffic rate at any node is \( n \lambda_{c,p} \).

- **RREP traffic rate per node:** in any session, the RREP message is unicast back from the destination node to the source node along the path discovered by the flooding operation. The rate of this RREP operation is the same as the path breakage rate \( \lambda_{c,p} \). If the path found by the flooding operation has \( h \geq 1 \) hops, the RREP traffic will contribute to the control traffic at the queues of the destination node and \( (h - 1) \) relaying nodes. Since there are \( (n + 1) \) independent sessions with the identical path length distribution, the total RREP traffic rate in the network is given by \( (n + 1) \overline{\Pi} \lambda_{c,p} \). Thus the RREP traffic rate per node is \( \overline{\Pi} \lambda_{c,p} / 2 \).

- **RERR traffic rate per node:** in any session, when there is a path breakage, the RERR message is unicast back to the source node along the path, by one of the end nodes of the broken link which is closer to the source node. The rate of this RERR operation is the same as the path breakage rate \( \lambda_{c,p} \). If the path breakage (statistically) equally happens at each link, then for an \( h \)-hop path, the RERR traffic will contribute to the control traffic at the queues of \( (h - 1)/2 \) nodes along the path, in average. Since there are \( (n + 1) \) independent sessions with the identical path length distribution, the total RERR traffic rate in the network is \( \frac{1}{2} (n + 1)(\overline{\Pi} - 1) \lambda_{c,p} \). Thus the RERR traffic rate per node is \( (\overline{\Pi} - 1) \lambda_{c,p} / 2 \).

The control traffic induced by “HELLO” messages in reactive routing is the same as that in proactive routing, since it only depends on the rate of local topology changes. We thus obtain the arrival rate of the aggregate control traffic at the queue of any node as

\[
\lambda_c = \left( n + \frac{3}{2} \overline{\Pi} - \frac{1}{2} \right) \lambda_{c,p} + \lambda_{c,h}.
\]  

(18)

4. A SERVICE MODEL

The (transmission) service for a data/control packet at a node is under the control of the MAC layer protocol. Random access is one of the most popular MAC strategies in large-scale MANETs, due to its simplicity and robustness in dynamic environments. We adopt a random access MAC protocol model, similar to that in [15]. The basic operation of this MAC model is:

1. before transmitting each packet (either a control packet or a data packet), a node counts down a random back-off timer; the duration of the timer is exponentially distributed with a mean \( 1/\xi \), where \( \xi \) is a positive constant;
2. the timer of a node freezes each time when an interfering node starts transmitting a packet, where an interfering node is defined as the neighboring nodes which lie within a distance of 2r of each other; the transmission duration for a data packet is set to be $L/W$, where $L$ is the length of a data packet in bit and $W$ is the transmission rate in bit per second; the transmission duration for a control packet is $\beta L/W$, where $\beta > 0$ and far less than one in practice;

3. when the timer expires, the node starts transmitting the packet and the back-off timers of all its interfering neighbors are immediately frozen; the timers will resume once the transmission is completed.

This random access MAC model captures the essential behavior of IEEE 802.11 MAC protocol and also provides sufficient information for determining the service rates $\mu_d$ and $\mu_c$ in the proposed queue model, though somewhat ideal in avoiding collisions.

Consider an arbitrary node in the network, we define

- the (random) number of interfering nodes around the node as $U$;

- the (random) number of interfering nodes which have transmission requirement for control (data) packets during the back-off time of the node as $M_c$ ($M_d$);

- the (random) number of times that the timer of the node is frozen due to the transmissions of control (data) packets of interfering nodes as $Z_c$ ($Z_d$).

As nodes are uniformly distributed over a unit area, it is straightforward to see that $U$ is binomial distributed. Thus

$$E[U] = 4\pi r^2 n,$$

(19)

For $M_c$ and $M_d$, we have

$$E[M_c] = \sum_u E[M_c|U = u] P[U = u] = \sum_u \rho_u P[U = u] = \rho_c E[U],$$

$$E[M_d] = \sum_u E[M_d|U = u] P[U = u] = \sum_u \rho_d u P[U = u] = \rho_d E[U],$$

where $\rho_u$ ($\rho_d$) is the utilization of a node for control (data) traffic.

Let $T$ denote the random back-off time of the node. We first consider $E[Z_c]$. Given $T = t$, $M_c = m_c$ and assuming that $m_c$ is constant during the back-off time of the node, the conditional distribution of $Z_c$ is Poisson with associated parameter $m_c \xi t$ [15], i.e.,

$$P[Z_c = z_c|T = t, M_c = m_c] = \frac{e^{-m_c \xi t} (m_c \xi t)^{z_c}}{z_c!}.$$

It is straightforward to see that

$$E[Z_c|T = t, M_c = m_c] = m_c \xi t$$

and thus

$$E[Z_c] = E[M_c] = \rho_c E[U].$$

(20)

Similarly, we have

$$E[Z_d] = \rho_d E[U].$$

(21)

For a data packet, the (random) service time $X_d$ at the node includes the random back-off time $t$, total frozen time of the timer due to the transmissions of interfering nodes $Z_d \frac{\beta L}{W} + Z_d \frac{L}{W}$, and the transmission time of the data packet $\frac{L}{W}$, i.e.,

$$X_d = t + Z_d \beta L + Z_d L + \frac{L}{W}.$$  

The mean service time of a data packet is given by

$$E[X_d] = \frac{1}{\xi} + \frac{L}{W} + (\beta \rho_c + \rho_d) E[U] \frac{L}{W}.$$  

(22)

The corresponding service rate of a data packet is

$$\mu_d = \frac{1}{E[X_d]}.$$  

(23)

Similarly, for a control packet, the (random) service time $X_c$ at the node includes the random back-off time $t$, total frozen time of the timer due to the transmissions of interfering nodes $Z_c \frac{\beta L}{W} + Z_d \frac{L}{W}$, and the transmission time of the data packet $\frac{\beta L}{W}$, i.e.,

$$X_c = t + Z_c \beta L + Z_d L + \frac{\beta L}{W}.$$  

The mean service time of a control packet is given by

$$E[X_c] = \frac{1}{\xi} + \frac{\beta L}{W} + (\beta \rho_c + \rho_d) E[U] \frac{L}{W}.$$  

(24)

The corresponding service rate of a control packet is

$$\mu_c = \frac{1}{E[X_c]}.$$  

(25)

5. THROUGHPUT ANALYSIS

In this section, we use the proposed queue model to characterize the scaling properties of throughput and overhead in proactive routing and reactive routing, respectively. Specifically, the scaling result of the throughput per source-destination pair (i.e., per session), the maximum mobility degree supported by the network and the mobility-induced throughput deficiencies, under both classes of routing strategies, are investigated.

5.1 The Throughput of Routing Protocols

First, we show the throughput per source-destination pair in both proactive routing and reactive routing in the following theorem.

**Theorem 5.1.** The throughput per source-destination pair (i.e., per session) of a MANET with either proactive routing or reactive routing is

$$\lambda_d^E \leq \left[ 1 - \frac{1}{\xi} + \frac{\beta \rho_c}{W} + \frac{\beta L}{W} \right] \frac{1}{B(n) \Pi} + 4\pi r^2 n \frac{L}{W}.$$  

(26)

where $C(n) \triangleq (1 - \beta)^2 4\pi r^2 n \left( \frac{L}{W} \right)^2$ and $B(n) \triangleq \frac{1}{\xi} + \frac{\beta L}{W} + 4\pi r^2 n \frac{L}{W}$.

**Proof.** The maximum throughput, i.e., the maximum data packet rate $\lambda_d^E$ that a node can generate, in a MANET with either proactive routing or reactive routing is limited by the stability of the queue, i.e.,

$$\rho = \rho_d + \rho_d = \frac{\lambda_d}{\mu_d} + \frac{\lambda_c}{\mu_c} < 1$$

$$\Rightarrow \lambda_d \left( \frac{1}{\xi} + \frac{L}{W} \right) + \lambda_c \left( \frac{1}{\xi} + \frac{\beta L}{W} \right) + (\lambda_d + \lambda_c) (\beta \rho_c + \rho_d) 4\pi r^2 n \frac{L}{W} < 1.$$  

(27)
From (22)-(25), since

\[ \rho_d = \lambda_d \left( \frac{1}{\xi} + \frac{L}{W} \right) + \lambda_d (\beta \rho_c + \rho_d) 4\pi n^2 \frac{L}{W}, \]

\[ \rho_c = \lambda_c \left( \frac{1}{\xi} + \frac{\beta L}{W} \right) + \lambda_c (\beta \rho_c + \rho_d) 4\pi n^2 \frac{L}{W}, \]

we have

\[ \rho_d + \beta \rho_c = \frac{\lambda_d \left( \frac{1}{\xi} + \frac{L}{W} \right) + \lambda_c \left( \frac{1}{\xi} + \frac{\beta L}{W} \right)}{1 - (\lambda_d + \beta \lambda_c) 4\pi n^2 \frac{L}{W}}. \] (28)

Taking (28) into (27), we obtain

\[ \lambda_d < \frac{1}{\left( \frac{1}{\xi} + \frac{\beta L}{W} + 4\pi n^2 \frac{\beta L}{W} \right)} \lambda_c \left( \frac{1}{\xi} + \frac{L}{W} + 4\pi n^2 \frac{L}{W} \right) \left( 1 - \beta^2 4\pi n^2 \frac{L^2}{W^2} \lambda_c \right). \] (29)

From (1), (29) and \( B(n), C(n) \) defined above, we obtain the result in (26).

In (26), we note that \( \lambda_d^E > 0 \), i.e., the node can generate data traffic only if

\[ \lambda_c < \left( \frac{1}{\xi} + \frac{\beta L}{W} + 4\pi n^2 \frac{\beta L}{W} \right)^{-1}. \] (30)

Recall that \( 1/\xi \) is the average back-off time for transmission before a node starts to transmit a packet in the random access MAC model and \((1 + 4\pi n^2 \frac{\beta L}{W})^{-1}\) is the (average) total transmission duration of control packets within a node’s neighborhood when each node has a control packet to send. As each packet is randomly backed-off to avoid collisions in transmission and each node within the neighborhood has an equal opportunity to access the shared wireless channel, the arrived rate of control packets at the queue of a node, i.e., \( \lambda_c \), should not exceed \( \left( \frac{1}{\xi} + (1 + 4\pi n^2 \beta L W) \right)^{-1} \), otherwise the node is overwhelmed by control traffic and the queue becomes unstable. Therefore no nonzero data rate can be supported.

Consider the asymptotic scenario that the number of nodes \( n \) is large (i.e., the density of nodes goes to infinity as the underlying area of the network is fixed as unit). We have the following scaling property of the throughput per source-destination.

**Corollary 5.2.** The throughput of a MANET with either proactive routing or reactive routing is

\[ \lambda_d^E = O \left( \frac{W}{\sqrt{n \log n}} \right). \] (31)

**Proof.** For a mobile network which is asymptotically connected, the critical transmission range (CTR) is given by \( r = c_2 \sqrt{\frac{\log n}{n}} \), where \( c_2 (\geq 1) \) is a constant [16]. On the other hand, as the stationary distribution of nodes is uniform in the area, in a dense network with a large value of \( n \), the shortest path between any source-destination node pair is over nearly straight-line paths [1]. Since the expected distance between any source-destination pair is \( \Theta(1) \), we have

\[ H_T = \Theta(1), \text{ i.e., } H = \Theta(1/r) = \Theta(\sqrt{n / \log n}). \]

Furthermore, by observing that the term in the bracket in (26) is no more than one and nonnegative when (30) holds, we have

\[ \lambda_d^E < \frac{1}{B(n)H} < \frac{W}{4\pi Ln^2 H}. \] (32)

The result of (31) then follows by observing that the transmission rate \( W \) and packet length \( L \) are constants.

As the utilization \( \rho \) of a queue can be arbitrarily close to one, the right-hand side of (26) can be seen as the *maximum achievable throughput in a mobile ad-hoc network*. When the average relative speed of nodes in the network goes to zero, \( \lambda \rightarrow 0 \) and the maximum achievable throughput approaches \( \frac{1}{B(n)H} \). Thus, let

\[ \eta_{max} \triangleq \frac{1}{B(n)H} \] (33)

be the maximum achievable throughput in a static ad hoc network. From the proof of Corollary 5.2, we see that \( \eta_{max} = O \left( \frac{W}{\sqrt{n \log n}} \right) \), which is comparable to Gupta-Kumar’s throughput capacity result for random static networks in [1]. If a perfect deterministic scheduling as in [1] is used, instead of the random access MAC model in our analysis, the order of the throughput is expected to be achievable.

### 5.2 The Maximum Mobility Degree

From (30), we can characterize the maximum mobility degree that the network can support in proactive routing and reactive routing, respectively.

**Theorem 5.3.** With the proactive routing strategy, the critical degree of the average relative speed in the network is

\[ \bar{v} = O \left( \frac{1}{(n \log n)^{1/2}} \right). \] (34)

**Proof.** Obtained immediately from (11) and (30).

**Theorem 5.4.** With the reactive routing strategy, the critical degree of the average relative speed in the network is

\[ \bar{v} = O \left( \frac{1}{n^2} \right). \] (35)

**Proof.** Obtained immediately from (17), (18) and (30).

From Theorem 5.3 and 5.4, we note that, asymptotically, proactive routing is able to support a higher mobility degree than reactive routing. This is because that proactive routing asymptotically has a smaller (mobility-induced) control overhead than reactive routing, under the traffic setting in Section 2.1. Under the given traffic setting, each node is the source of a data session and thus the number of data sessions in the network linearly increases with the number of nodes (i.e., \( n \)). Consider the asymptotic scenario such that \( n \rightarrow \infty \), the arrival rate of the aggregate control traffic at any node in proactive routing (in (11)) is dominated by the rate of broadcasting link change messages, i.e., \( (n + 1)\lambda_{c,l} \), where \( \lambda_{c,l} \) increases with \( \sqrt{n \log n} \). On the other hand, as \( n \rightarrow \infty \), the arrival rate of the aggregate control traffic at any node in reactive routing (in (18)) is dominated by the rate of broadcasting RREQ messages, i.e., \( n\lambda_{c,p} \), where \( \lambda_{c,p} \) increases with \( n / \log n \). Clearly \( \lambda_{c,p} \) is asymptotically greater than \( \lambda_{c,l} \), and consequently, reactive routing (asymptotically) induces a larger amount of control overhead than proactive routing. Our observation is somewhat surprising as it is usually believed that the *on-demand* type of routing reduces overhead by maintaining information for active routes only [6, 7]. However, one should notice that there
are three major differences in network setting between the simulations in the literature (e.g., [17, 18, 19, 20], etc.) and ours. First, all simulations in these works were carried out in networks with a small or moderate size (usually less than 200 nodes in the network) while our result is obtained in an asymptotic scenario such that \( n \to \infty \). There is no evidence to show that the simulation results obtained from these relatively small networks are a reliable indicator to the behavior of routing strategies in a large-scale network. Second, a fixed radio transmission range, independent of the network size, is often set in simulations, while our result is derived from a throughput optimal CTR setting [16] such that the transmission range of a node decreases with \( \sqrt{\frac{\log n}{n}} \). The fixed transmission range setting is convenient to use in simulation but it can bias the explanations of the simulation results. For example, under the fixed transmission range setting, the increase of network size (i.e., node density in a fixed network region) would have little impact on the length of a path and thus has insignificant impact on the path breakage rate, which is in contrast to the well-known fact that the expected path length of a multihop transmission would increase with the network size to maximize the network throughput capacity. Third, in almost all referenced simulations, the effect of the number of sessions on the network is studied independent of the network size setting, while in this paper the number of sessions in the network linearly increases with the network size. Since it is well-known that the control overhead in reactive routing increases dramatically with the number of sessions in the network while proactive routing is rather insensitive to the increase of the number of sessions [17, 19, 20], our heavy traffic setting is expected to be unfavorable to reactive routing.

### 5.3 Mobility-Induced Throughput Deficiency

Since the maximum achievable throughput in a mobile ad hoc network with either proactive routing or reactive routing, i.e., \( \tau_{\text{max}} \), is strictly less than \( \eta_{\text{max}} \) when the average relative speed in the network is nonzero, mobility actually decreases the capacity of the network with either proactive routing or reactive routing. Intuitively, the reason for the decrease of the throughput is that both proactive routing and reactive routing assume the network is static, thus it tries to establish a stable route between any source-destination pair and maintain it either through periodically updating the network topology information (in proactive routing) or by detecting path breakage and re-establishing it via flooding route request packets (in reactive routing). In the underlying assumption of both proactive routing and reactive routing, the dynamics of network topology is far slower than the packet forwarding speed (i.e., network flow speed) and thus the objective of maintaining a stable path between any source-destination pair is feasible. Once the mobility is too high, these two routing strategies will not be able to work as the routing control message overheads dominate the network traffic and no data throughput can be supported.

To further quantify the negative effect of mobility on network throughput in both proactive routing and reactive routing, we introduce the metric of mobility-induced relative throughput deficiency, which is defined as \( \Gamma \equiv \frac{\eta_{\text{max}} - \tau_{\text{max}}}{\eta_{\text{max}}} \). From (26) and (33), for a network with a fixed size \( n \), we have

\[ \Gamma^{-1} = D(n) \left( \lambda^{-1} + \frac{C(n)}{B(n)} \right), \tag{36} \]

where

\[ D(n) \equiv \left[ \frac{C(n)}{B(n)} + \frac{1}{\xi} + \frac{\beta_1}{\mathcal{W}} + 4\pi r^2 n \frac{\beta_2}{\mathcal{W}} \right]^{-1}. \]

Furthermore, from (17), we can set \( \lambda = \frac{n \pi r^2}{\mathcal{W}} \) for a fixed \( n \), where \( c_3 \in [1, 2] \) and might be \( n \) dependent. Thus, from (11), (18) and (36), we obtain the following result.

**Theorem 5.5.** For both proactive routing and reactive routing, the reciprocal of the mobility-induced relative throughput deficiency (i.e., \( \Gamma^{-1} \)) is linearly increasing with \( \bar{v}^{-1} \), i.e.,

\[ \Gamma^{-1} = a\bar{v}^{-1} + b, \tag{37} \]

where

\[ a \equiv \left\{ \begin{array}{ll} \frac{2(n + 1 + c_1)n}{\mathcal{W}} & \text{proactive routing} \\ \left( n + \frac{c_3}{2} \right) - \frac{\xi}{\mathcal{W}} + c_1 \frac{2n}{\mathcal{W}} & \text{reactive routing} \end{array} \right\} D(n), \quad b \equiv C(n)D(n)/B(n). \]

We demonstrate this linear relationship in a MANET with 40 nodes, using QualNet (ver. 3.9) network simulator [21]. Four different routing protocols provided by QualNet, i.e., dynamic Bellman-Ford (DBF), optimized link state routing (OLSR), ad hoc on-demand distance vector (AODV) routing and dynamic source routing (DSR), are tested, where the first two and the last two are the examples of proactive routing and reactive routing, respectively. A constant
Table 2: Scalability of Throughput and Overhead in Routing Strategies

<table>
<thead>
<tr>
<th>w/o NS</th>
<th>Proactive</th>
<th>Reactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Mobility Degree ( \bar{v} )</td>
<td>( O \left( \frac{n \sqrt{n \log n}}{n^2} \right) )</td>
<td>( O \left( \frac{\log n}{n^2} \right) )</td>
</tr>
<tr>
<td>Control Overhead Rate ( \lambda_c )</td>
<td>( \theta \left( \frac{n \sqrt{n \log n}}{n^2} \right) )</td>
<td>( \theta \left( \frac{n^2}{\log n} \right) )</td>
</tr>
<tr>
<td>Throughput ( \lambda_d )</td>
<td>( O \left( \frac{1}{\sqrt{n \log n}} \right) )</td>
<td>( O \left( \frac{1}{\sqrt{n \log n}} \right) )</td>
</tr>
</tbody>
</table>

1 NS = node selection in flooding (see Section 6.1).

6. EXTENSIONS OF THE MODEL

In this section, we discuss two extensions of the proposed analytical model. One is to analyze the routing strategies with various optimization techniques. As an illustration, we discuss the technique of node selection in flooding operations and its impacts on the scaling properties of throughput and routing overhead. The other is how the model is extended to study a routing strategy other than proactive or reactive routing. By using the well-known Grossglauser-Tse’s relaying scheme as an example [2], we show that the technique in Section 5.1 can be extended to analyze this two-hop relaying scheme and the achievable throughput result obtained from (26) is comparable to the result in [2]. Due to space limit, we refer interested readers to [22] for more extensions and discussions of the proposed analytical model.

6.1 Node Selection in Flooding

In the basic version of the flooding operations, each node re-broadcasts the control message once. This is a common case in routing protocols when there is no cooperation among nodes. When the cooperation among nodes is incorporated into the protocol design, the number of nodes participating in the re-broadcasting can be significantly reduced. We show here that an optimized node selection for participating in flooding can improve the maximum mobility degree supported by the network, though there is no change in the scaling property of throughput in (31). The summary of the scaling results is given in Table 2. First, we characterize the minimum number of nodes necessary to participate in a flooding operation. Due to space limit, we skip the proof of the following lemma and refer interested readers to [22].

**Lemma 6.1.** The minimum number of nodes necessary to participate in a flooding operation scales as \( \Theta \left( \frac{n}{\log n} \right) \).

From Lemma 6.1, (10) and (17), it is straightforward to see that the arrival rate of the aggregate control traffic at the queue of any node has been reduced to

\[
\lambda_c = \begin{cases} 
\Theta \left( \frac{n^{3/2}}{\sqrt{n \log n}} \right) & \text{proactive routing} \\
\Theta \left( \frac{n^2}{\log n} \right) & \text{reactive routing}
\end{cases}
\]

Thus, from (30), we obtain the following results for the maximum relative speed supported by the network.

**Corollary 6.2.** 1. With proactive routing and the optimized node selection in flooding, the critical degree of the average relative speed in the network is

\[
\bar{v} = O \left( \frac{1}{n \sqrt{n \log n}} \right). 
\]

2. With reactive routing and the optimized node selection in flooding, the critical degree of the average relative speed in the network is

\[
\bar{v} = O \left( \frac{\log n}{n^2} \right).
\]

In practice, the idea of node selection in flooding has been used in the OLSR protocol, where a multi-point relaying (MPR) strategy is applied to select a set of neighboring nodes to re-broadcast its control message and a significant reduction of overhead in flooding has been observed [11].

6.2 Grossglauser-Tse’s Relaying Scheme

One well-known extreme throughput performance point of MANETs is Grossglauser-Tse’s throughputs capacity result [2]. A two-hop relay scheme has been proposed in [2] to take advantage of a high mobility degree in the network. In the two-hop relaying scheme, each packet is relayed at most once. As there is no attempt to maintain any topology information or a stable route between any source-destination pair in the two-hop relaying scheme, \( \lambda_c = 0 \) in (26). In addition, similar to the queue model in Fig. 3 in [2], the service discipline of the queue model at any relay node is also unrestricted in our setting. Thus the result in (26) can be directly applied to the two-hop relaying scheme. By observing that \( \Pi \in [1, 2] \) in the two-hop relaying scheme, from (32), we have

\[
\lambda_d^E < \frac{1}{B(n)} < \frac{W}{4\pi Lnr^2}.
\]

Note that our analysis for the random access MAC model is based on the protocol channel model [1], not the physical channel model used in [2]. In order to find the connection between Grossglauser-Tse’s result and our result, we need a comparable transmission range \( r \) to that in the physical channel model. In the protocol in [2], any transmission is intended to the nearest neighboring node. They observe that the received signal power at the nearest neighboring node is of the same order as the total interference from \( \Theta(n) \) number of interferers. In other words, the probability of successful transmission of a packet to the nearest neighbor will not vanish with the increase of node density,
i.e., $P_r\{SIR > \gamma\} = e^{-\alpha}$, as $n \to \infty$, where $\gamma$ is the Signal-to-Interference-Ratio (SIR) threshold and $\epsilon$ is a positive constant. Equivalently, in our channel model, as the interference area set as $4\pi r^2$, the transmission will be successful if the nearest neighboring node is within the disk centered at the transmitting node with a radius $r$. In a steady state, neighboring nodes are randomly uniformly distributed in the unit area with the density $n$, the PDF of the distance to the nearest neighboring node is given by $f(d) = 2\pi nd\sqrt{d^2 - \epsilon^2}$ [23] and the probability that the nearest neighbor is within $r$ is $1 - e^{-n\pi r^2}$. Let $P_r\{SIR > \beta_{th}\} = 1 - e^{-n\pi r^2} = \epsilon$, we obtain the equivalent transmission range $r$ in our channel model as

$$r = \sqrt{\frac{1}{n\pi} \log \left( \frac{1}{1-\epsilon} \right)}.$$ 

Thus the throughput per source-destination pair is given by

$$\lambda_d^E < \frac{W}{4L \log 1 + \epsilon} \Rightarrow \lambda_d^E = O(1), \quad (40)$$

which is comparable to the result in [2].

7. CONCLUSIONS

We have proposed an analytical framework to study the throughput and routing overhead for practical routing strategies in random access MANETs. By considering the coexistence of mobility-induced control traffic and data traffic at any node in the network, we have modeled the individual node as a generic multi-class queue. The analysis has shown that (i) the throughput per source-destination pair for both proactive routing and reactive routing is $O(\frac{1}{\sqrt{n \log n}})$; (ii) there is a strong linear relationship that characterizes how mobility reduces the throughput per session, for both proactive routing and reactive routing; (iii) the existence of the critical mobility degree under any given routing strategy indicates that the data traffic can be effectively supported only if the maximum mobility degree does not exceed the critical value, otherwise the total capacity of the network is consumed by routing control traffic.

The proposed analytical model can be extended to incorporate various routing design options and has a close connection to well-known throughput capacity results in the literature. This shows that the model serves as an effective tool to characterize the throughput performance of routing strategies in MANETs.
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