Abstract—The aim is to synthesize control inputs for robotic manipulator arms that ensure a desired task specification is executed while optimizing a desired performance objective. We use metric temporal logic (MTL) to express the task specifications defined in terms of manipulating objects and implemented a hierarchical method combining mixed integer-linear programming (at high-level) to obtain a candidate MTL task specification defined in terms of the location of the arm end-effector and gradient descent based optimization (at low-level) for automatic synthesis of the motion plans to execute such candidate task specifications. The gradient descent algorithm is performed over the feasible input space to optimize the manipulator arm trajectory from a given arbitrary initial condition to perform the task at hand. We demonstrate the efficacy of our method by simulating a task specification on a Baxter robot.

Index Terms—Task planning, manipulation planning, motion and path planning, optimization and optimal control.

I. INTRODUCTION

Given a task specification in terms of moving manipulable objects in the workspace of a manipulator arm, the task and motion planning (TMP) problem for the arm deals with finding the control input signals to generate a collision-free trajectory of the arm in the obstacle filled workspace to complete the desired task. Motion planning for manipulator arms has been well researched in the robotics community [1]–[6]. Solving the task planning problem to accomplish the specification can be done independently of the motion planning problem [7], [8]. However, integration of TMP involves a hierarchical formulation of first proposing a candidate sequence of tasks to satisfy the desired task specification, followed by determining if a motion plan exists to achieve the candidate task sequence [9]–[14].

Temporal logics [15] allow us to express complex task specifications, by requiring the systems to satisfy timing constraints for correct behavior. The common controller synthesis approach to satisfy the linear variant of temporal logics, namely Linear Temporal Logic (LTL) is to follow a hierarchical procedure of creating a finite abstraction of the dynamical system, followed by synthesizing controllers using automata based techniques [16], [17]. This approach, however, results in high computational complexity due to the quantization of the finite abstraction model. Moreover, the size of the automaton can also be exponential in the length of the specification [18]. Since the state-space of the manipulator arm is high dimensional, this abstraction-based method might become intractable for a fine quantization method. Authors in [12] introduced a novel abstraction technique to obtain a coarse representation of all possible motions of the manipulator arm in its workspace to alleviate the state-space explosion problem. Iterative sampling-based approaches for path planning to satisfy temporal logic specifications have also been explored [19], [20]. However, these methods are not applied for manipulator arms with high dimensional state-space yet.

In this letter, we express the task specifications for manipulating objects in the workspace of the robot arm using Metric Temporal Logic (MTL) formulae, which extends LTL by augmenting the temporal operators (see Section II-D) with a time interval [21]. We propose a hierarchical control synthesis framework, where at the top level a Mixed Integer-Linear Program (MILP) is solved to find a candidate low-level MTL task specification describing how the end-effector of the robot arm moves in the workspace, based on a knowledge map of the workspace. At the lower level, we propose a method for computing descent (ascent) directions for minimizing (maximizing) a cost function while satisfying the candidate task specification. For this process, we use the ideas in [22], [23], where the desired MTL specifications are considered as constraints to an optimal control problem. This process of iteratively changing the motion plan of the manipulator arm in each step of the optimization algorithm, produces a optimal motion plan resulting in moving the arm through a feasible task sequence to satisfy the candidate task specification. If, however, the candidate specification is not satisfiable then the knowledge map is modified based on the cause of unsatisfiability of the specification and a new candidate specification is proposed. Thus, the low-level motion planner guides the high-level MILP problem to solve the task plan, similar to the approaches in [12]–[14]. The work presented in [11] is similar to ours in the sense that the authors use a SMT solver at a high-level to search over a placement graph to find a feasible path satisfying the task plan. At the low-level sampling-based motion planning is employed to create the placement graph representing all possible motions of the manipulator arm between locations of interest in the workspace. However, there is no feedback from the motion planning layer to the SMT solver to aid the search process unlike the proposed approach. Moreover the task specifications
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considered do not consider any temporal operators or timing constraints.

II. PRELIMINARIES

A. System Dynamics Modeling

Consider an open kinematic chain manipulator arm with \( N \) rigid links, interconnected by \( N \) actuated revolute or prismatic joints. Let \( \mathcal{N} = \{1, 2, \cdots, N, T\} \) denote the set of all the links, including the end-effector \( T \). We denote the joint angles by \( q(t) \in \mathbb{R}^N \) and the positions of the end-points of each link by \( p_i(q) \in \mathbb{R}^3 \) for \( i \in \mathcal{N} \), where \( p_T(q) \in \mathbb{R}^3 \) denotes the end-effector position.

We consider the joint angle velocities \( \dot{q}(t) \) to be the control input signal \( u(t) \) to the manipulator arm system at time \( t \). Let \( \mathcal{H} \) denote the finite trajectory duration, which is fixed. We assume that the initial joint angles \( q(0) = q^0 \) are given. For the \( i \)th link, denoted as \( i \), we denote the continuous state trajectory (change in link position with time) till time \( \tau \) as \( x_{\tau,i} \). We use \( q_\tau \) and \( x_\tau \) to denote the joint-angle trajectory and the entire trajectory of the arm till time \( \tau \), respectively. The control input signal applied to the entire arm till time \( \tau \) is denoted by \( u_\tau \). Fig. 1 shows the block diagram for the system dynamics evolution of the manipulator arm under consideration.

B. Workspace

We consider a workspace consisting of a set of obstacle locations \( \text{Obs} \), a set of manipulable objects \( \text{Obj} \), and a set of object locations \( \text{Loc} \) where the objects can be placed. We assume that each location can hold at most one object and the end-effector can only grasp one object at a time. Let, \( \lambda_o(t) \in \text{Loc} \) denote the location of object \( o \) at time \( t \).

C. Task Specification

Task specifications considered in this letter are manipulation of objects in \( \text{Obj} \) between locations in \( \text{Loc} \) by the manipulator arm. We assume that motion primitives for grasp and place are already available. Let \( \Delta t_{\text{place}} \) and \( \Delta t_{\text{grasp}} \) denote the maximum amount of time required to execute the motion primitives for place and grasp respectively. An estimate for the values of \( t_{\text{place}} \) and \( t_{\text{grasp}} \) can be based on the low-level implementation of the place and grasp primitives [24],[25]. Then the motion primitives perform the necessary actions if the following conditions hold: 1. If the end-effector is holding an object at an unoccupied location, then it can place the object at that location within \( \Delta t_{\text{place}} \) seconds; 2. If the end-effector is not holding any object and is at a location containing an object, then it can grasp that object within \( \Delta t_{\text{grasp}} \) seconds.

One example of a task specification that we consider is for the arm to place an object \( o \in \text{Obj} \) at some location \( B \in \text{Loc} \), which is currently unoccupied. To do so, the arm needs to pick \( o \) from its current location (say, \( A \in \text{Loc} \)). In addition, the arm also needs to avoid the obstacles \( \text{Obs} \) present in the workspace. In the following, we assume \( \Delta t_{\text{place}} = \Delta t_{\text{grasp}} = 0.5 \) seconds.

D. Metric Temporal Logic Specification

We express the task specification for the manipulator arm in terms of Metric Temporal Logic (MTL) formulae [21]. We consider the temporal operators eventually (\( \Diamond \mathcal{H} \)), always (\( \Box \mathcal{H} \)) and until (\( U \mathcal{H} \)), and logical operators, such as, conjunction (\( \land \)), disjunction (\( \lor \)), negation (\( \neg \)), and implication (\( \rightarrow \)), that can be used to combine atomic propositions to form the MTL formula. We consider atomic propositions in terms of the location of the objects and the position of the end-effector. We associate a set \( O(\pi) \subseteq \mathbb{R}^3 \) with an atomic proposition \( \pi \), such that \( \pi \) is true at time \( t \) if and only if \( \pi_T(q) \in O(\pi) \) at time \( t \).

In terms of MTL formula expressing manipulation of objects, the task specification example presented in Section II-C can be expressed as

\[
\phi_o = \Diamond_{[0,\mathcal{H}]}(\lambda_o = B), \tag{1}
\]

which reads “at some point in the time interval \([0, \mathcal{H}]\), object \( o \) is in location \( B \)”. To accomplish \( \phi_o \), we need to translate this high-level task specification to a motion specification that describes the motion of the end-effector. In this case, the arm needs to grasp the object from location \( A \), stay there for \( \Delta t_{\text{grasp}} = 0.5 \) seconds to grasp the object, and then within some time, say \( t_1 \), move to location \( B \) and place the object. Let \( \pi_A \) and \( \pi_B \) represent the 3D subsets corresponding to the locations \( A \) and \( B \) respectively. This specification can be expressed using an MTL formula in terms of end-effector position as

\[
\phi' = \Diamond_{[0,\mathcal{H}]}(\Diamond_{[0,t_1]}(\Diamond_{[t_1,\mathcal{H}]}(\pi_T(\in \pi_A)))) \land \Diamond_{[0,\mathcal{H}]}(\Diamond_{[0,t_1]}(\Diamond_{[t_1,\mathcal{H}]}(\pi_T(\in \pi_B)))), \tag{2}
\]

Utilizing the concept of robust satisfaction of MTL formulae, introduced in [21], we define the robustness radius \( \rho_o \) for a system trajectory in an MTL formula \( \phi \) as a measure of how robustly the system trajectory satisfies (falsifies) the MTL formula \( \phi \). This measure is positive for trajectories satisfying the MTL formula and negative otherwise. For the rest of the letter, we will denote a system trajectory satisfying the desired MTL formula to be a feasible system trajectory. The concept of (in)feasible system trajectories is explained using the Fig. 2 [26]. We consider the MTL specification

\[
\phi' = \Diamond_{[0,\mathcal{H}]}(\pi_T(\in A)),
\]

which states that between times \( t \) and \( \mathcal{H} \) (two consecutive time steps) the end-effector position should be inside set \( A \). Of the two trajectories shown in Fig. 2, \( x_{\mathcal{H},T}^1 \) is a feasible trajectory and \( x_{\mathcal{H},T}^2 \) is an infeasible trajectory. The trajectory \( x_{\mathcal{H},T}^1 \) has a positive robustness, denoted by \( \rho_o^1 \), which is the distance between the trajectory at time \( \mathcal{H} \) and the predicate \( A \). We call this time \( \mathcal{H} \) the critical time and the predicate \( A \) the critical predicate. Since the trajectory at the critical time is closest to falsifying
the MTL formula, if the critical point is moved by an amount greater than \( \rho^o_j \), we can push it outside of \( A \) in order to falsify the specification. The other trajectory, \( x_{E,T} \), has a negative robustness denoted by \( \rho^o_j \), which is the distance between the trajectory at time \( t \) and the predicate \( A \). This trajectory is farthest from satisfying the MTL formula at the critical time, and needs to be moved by at least \( \rho^o_j \) in order to try to satisfy the MTL formula. Given an end-effector trajectory \( x_{E,T} \) and a desired MTL formula \( \phi \), we employ the TaLaIrRo tool [27] to compute the robustness radius, critical time, and critical predicate.

### III. Task and Motion Planning

In order to achieve the MTL task specification \( \phi \), defined in terms of the manipulable objects, we first find a candidate task specification \( \phi' \) defined explicitly in terms of the end-effector location by solving an MILP problem (high-level task planning). We then employ a gradient-descent based search in the control input space to satisfy \( \phi' \) (low-level motion planning problem). If \( \phi' \) is not satisfiable, we update the MILP problem to address the reason of unsatisfiability of \( \phi' \) and generate a new candidate task specification \( \phi'' \).

#### A. Generate Candidate MTL Task Specification

At the high-level, we are interested in solving the problem: **Problem 1.** Given a desired task specification expressed by an MTL formula \( \phi_o \) specifying manipulation of objects in \( \text{Obj} \) within the locations in \( \text{Loc} \), find the location trajectories of the objects \((\lambda_{o,T}, \forall o \in \text{Obj})\), such that \( \phi_o \) is satisfied.

To solve this problem, we formulate an MILP problem describing the evolution of positions of the objects as a discrete-time system, with a time-step \( \Delta t \). We first consider that the manipulator arm moves over a location graph \( L = (\text{Loc}, E) \), consisting of \( L + 1 \) nodes corresponding to the \( L \) object locations in \( \text{Loc} \) and the initial location of the end-effector. Here we assume that the end-effector is not initialized to be at any of the locations in \( \text{Loc} \). We also assume that the graph \( L \) is fully connected, and therefore has \( M \equiv 2^{L-1} \) directed edges in \( E \). We use and update a knowledge map of the workspace as we explore it. The knowledge map captures the number of time steps needed for the end-effector to traverse the edges of the graph. For an edge \( j \in E \), we denote this quantity as \( \delta_j \).

We denote the presence of the end-effector at the node \( l \) at time-index \( k \) (corresponding to time \( t = k \Delta t \)) by \( \delta_l(k) \in \{0,1\} \) taking the value 1 if the end-effector is present at the node \( l \) at time-index \( k \), otherwise 0. Denoting the motion of the end-effector through edge \( j \) at time-index \( k \) as \( v_j(k) \in \{0,1\} \) taking the value 1 if the end-effector moves along edge \( j \) at time-index \( k \) and 0 otherwise, we can write

\[
\begin{align*}
  z_0(k) = & \ z_0(k-1) + \sum_{j \in \text{In}(0)} v_j(k - \delta_j) - \sum_{j \in \text{Out}(0)} v_j(k), \\
  \vdots \quad & \\
  z_L(k) = & \ z_L(k-1) + \sum_{j \in \text{In}(L)} v_j(k - \delta_j) - \sum_{j \in \text{Out}(L)} v_j(k),
\end{align*}
\]

where, we respectively denote the set of all edges that enter and come out of node \( l \) as \( \text{In}(l) \) and \( \text{Out}(l) \), (3) is initialized at \( k = 0 \) using the initial position of the end-effector. The end-effector can only traverse edge \( j \) at time-index \( k \) if it starts at the origin node of edge \( j \), denoted as \( j_o \). Therefore we have the constraint

\[
\forall j \in E, \forall k \geq 0, v_j(k) \leq z_j(k).
\]

To ensure that there is sufficient time to execute the motion primitives (grasp or place) we add the constraints for any edge \( j \in E \),

\[
v_j(k) = 1 \Rightarrow \forall j, v_j(k) = 0, k \in \left[ k + 1, k + \delta_j + \left\lfloor \frac{0.5}{\Delta t} \right\rfloor \right]
\]

implying once the end-effector reaches a certain node via the edge \( j \), it stays there for at least 0.5 seconds to execute the desired motion primitive.

The locations of the objects are given by the Boolean/integer variables \( P_o,l(k) \), where \( P_o,l(k) = 1 = \text{true} \) if object \( o \) is at node \( l \) at time-index \( k \). Otherwise, \( P_o,l(k) = 0 = \text{false} \). We also define the variables \( V_o,j(k) \in \{0,1\} \), where \( V_o,j(k) = 1 \) if the object \( o \) is moved across edge \( j \) at time-index \( k \). We then formulate the following constraints \( \forall l \in \text{Loc}, o \in \text{Obj}, k \geq 0, \)

\[
(\begin{align*}
  (P_o,l(k) \land P_o,l(k + 1)) & \Rightarrow \bigwedge_{j \in \text{Out}(l)} (V_o,j(k) < 1), \\
  (P_o,l(k) \land \neg P_o,l(k + 1)) & \Rightarrow \bigvee_{j \in \text{Out}(l)} (V_o,j(k) > 0), \\
  (\neg P_o,l(k) \land P_o,l(k + 1)) & \Rightarrow \bigvee_{j \in \text{In}(l)} ((V_o,j(k) > 0) \land P_o,j,(k - \delta_j)), \\
  (\neg P_o,l(k) \land \neg P_o,l(k + 1)) & \Rightarrow \bigwedge_{j \in \text{In}(l)} (V_{o,j}(k) < 1).
\end{align*})
\]

Note that, since the end-effector can only grasp one object at a time,

\[
\forall k \geq 0, \forall j \in E, v_j(k) \geq \sum_{o \in \text{Obj}} V_o,j(k).
\]

Additionally, since each location can hold at most one object, we have

\[
\forall k \geq 0, \forall l \in \text{Loc}, \sum_{o \in \text{Obj}} P_o,l(k) \leq 1.
\]

The location of an object \( o \) at time \( t \in [k \Delta t, (k + 1) \Delta t) \) is given by:

\[
\lambda_o(t) = \begin{cases} 
\ell, & \text{for } P_o,l(k) = 1, \\
0, & \text{for } \sum_{l} P_o,l(k) = 0.
\end{cases}
\]

\( \lambda_o(t) = 0 \) implies that the object is grasped by the end-effector and is being moved between locations. We also minimize the total number of times the objects are manipulated by minimizing \( \sum_{o,j,k} V_o,j(k) \) over the entire trajectory duration.

Finally we follow the approach detailed in our earlier work [26] to generate additional constraints such that the location trajectories of the objects \( \lambda_{o,T} \) satisfy the task specification \( \phi_o \).
If for satisfaction of $\phi_o$, the object $o$ is supposed to be at location $\ell$ at time-index $k$ then we add constraint $P_o,\ell(k) = 1$. Conversely, if object $o$ should not be at location $\ell$ then the constraint $P_o,\ell(k) = 0$ is added. Solving the MILP problem provides a candidate solution $z^*(k), 0 \leq k \Delta t \leq \mathcal{H}$ indicating the time intervals during which the end-effector is at any particular object location to pick or place the objects to satisfy $\phi_o$. We utilized YALMIP [28] with the GUROBI solver to solve the MILP problem in MATLAB. Using this candidate solution we obtain a candidate motion specification $\phi^c$ defined in terms of end-effector location of the form (2). Observing that the end-effector can only sequentially visit the different object locations and is required to stay at that location for at least 0.5 seconds so that either the grasp or place primitive can be implemented, $\phi^c$ is of the form

$$
\phi^c = \bigwedge_{o \in A} \bigwedge_{i = 1}^{T_o} \bigwedge_{j = 1}^{T_e} \left[ \phi_{o,i}^c \wedge \phi_{e,j}^c \wedge \bigwedge_{\ell \in \mathcal{H}} P_{o,\ell}(i) \wedge \bigwedge_{\ell \in \mathcal{H}} P_{e,\ell}(j) \right],
$$

where $t_1 \leq t_2 < \cdots < t_{2n-1} \leq t_{2n} = \mathcal{H}$ and $\pi_n$ is the predicate corresponding to the $n$-th location (node) to be reached by the end-effector.

We employ Algorithm 2 (detailed later) to find the control signal $u$ to satisfy $\phi^c$. Since our knowledge map (i.e., the time-steps $\delta_i, \delta_j \in E$) may not be accurate, $\phi^c$ may not be implementable. As we solve for the sequential motion of the end-effector from one node to another, if any $\phi_{e,j}^c$, $i = 1, 2, \ldots, n$ becomes infeasible, we update the knowledge map by correcting the value of $\delta_j$ following Algorithm 1 in steps 19 to 24 and an updated MILP is solved. The knowledge map for an edge $\delta$ is updated only if the corresponding joint-angle trajectory $Q_j$ has not been determined yet or if a better trajectory (in terms of lesser time) is found for traversing the edge $\delta$. If for the new motion specification $\phi^c$, the end-effector is required to move along an edge $\delta$ for which the value of joint-angle trajectory $Q_j$ is already determined, then we can use Algorithm 2 initialized with that joint-angle trajectory $Q_j$ to aid the local optimization process, thereby reducing time to find a trajectory satisfying $\phi_{e,j}^c$. Incorrect value of some $\delta_j$ might also lead to an infeasible MILP, implying the timing constraints on the manipulation of the objects specified by the MTL task specification can not be satisfied. In such scenarios, the knowledge map is updated as in step 29 by halving all the $\delta_i, \delta_j \in E$ and re-initializing their joint-angle trajectory to be empty. The MILP is updated accordingly and solved in step 30. This results in producing a new candidate solution $\phi^c$ comprising of possibly new edges to traverse to satisfy the given MTL task specification.

### B. Handling Candidate MTL Task Specifications

In this section, we explore the low-level motion planning approach to move the end-effector in order to satisfy the candidate MTL task specification obtained using the high-level MILP problem. We apply the optimization technique in [22], [23] to handle the nonlinear constraints in this letter, by formulating the following constrained optimization problem, based on the assumptions made in Problem 2:

**Algorithm 1:** High-level task planning.

1: Input: $\phi_o, \mathcal{H}$.
2: Initialize joint-angle trajectory as end-effector moves along edge $\delta$, denoted by $Q_j = []$; solved = False.
3: Formulate and solve an MILP representing $\phi^o$ to obtain candidate specification $\phi^c$.
4: while solved is False do
5: Initialize count = 0.
6: while MILP is feasible do
7: for each $\phi_{e,j}^c$ component of $\phi^c$ do
8: Use Alg. 2 to obtain control inputs satisfying $\phi_{e,j}^c$ representing moving along edge $\delta$ from node $i$ to $i$.
9: if $\phi_{e,j}^c$ is feasible then
10: Increment count by 1 and store $u^*_j$.
11: else break.
12: end if
13: end for
14: end if
15: if count == $n$: number of components in $\phi^c$ then
16: Solved = True; ($\phi_o$ is feasible.)
17: Return $u^*_j$ by combining all the component control input signals $u^*_j$.
18: else
19: for each $\phi_{e,j}^c$ component of $\phi^c$ do
20: Use bisection search with Alg. 2 to find the minimum time $D_{min}$ to traverse edge $\delta$ and corresponding joint-angle trajectory $Q_j$.
21: if $Q_j$ is empty or $[D_{min}] \leq \delta_j$ then
22: Update map: $\delta_j = [D_{min}]$, $Q_j = Q_j^*$. 
23: end if
24: end for
25: end if
26: Reset count = 0.
27: Update MILP of $\phi^o$ using new knowledge map and resolve the MILP.
28: end while
29: Update knowledge map: $\delta_j = \max(1, \frac{\delta_j}{2})$, $Q_j = []$, $\forall j \in E$.
30: Update MILP of $\phi^o$ using new knowledge map and resolve the MILP.
31: end while

**Problem 2:** Given a manipulator arm with dynamics as shown in Fig. 1, with initial joint angles $q^0 \in \mathbb{R}^N$, maximum and minimum joint limits $(q_{max}, q_{min} \in \mathbb{R}^N)$, a candidate task specification expressed by an MTL formula $\phi^o$, a desired robustness measure $\rho^R_o$ and a performance objective $J$ for a trajectory duration $\mathcal{H}$, find

$$
\arg\min_{u^*_j} J(x_{\mathcal{H},i}, u_{\mathcal{H}}), \quad i \in \mathcal{N}
$$

subject to

\begin{align*}
\rho_{\phi^c}(x_{\mathcal{H},i}) &\geq \rho^R_o, \\
\text{no collision of arm with obstacles } &\in \text{Obs}.
\end{align*}

The objective of the proposed optimization problem is to generate control inputs that minimizes the chosen performance
criteria $J$, while satisfying the motion specification $\phi^c$ and avoiding all obstacles in the workspace.

Recall from Section II-D, that given an MTL specification $\phi$, there exists a critical predicate $O(\bar{x})$ and a critical time $t_C \in [0, T]$ that defines the robustness radius of a system trajectory with respect to the given specification $\phi$. Following Proposition 3.1 in [23], the robustness radius can be expressed using critical predicate as

$$\rho_{\phi}(x_{H,T}) = \left\{ \begin{array}{ll}
\inf_{z \in O(\bar{x})} \| p_T(q(\bar{t})) - z \|, & p_T(q(\bar{t})) \in O(\bar{x}), \\
\inf_{z \in O(\bar{x})} \| p_T(q(\bar{t})) - z \|, & p_T(q(\tilde{t})) \notin O(\bar{x}).
\end{array} \right.$$

(10)

The first constraint in Problem 2 corresponding to satisfaction of MTL formula $\phi$ can be re-written as

$$g_T(u_H) = \rho_{\phi}(x_{H,T}) - \rho_{\phi}^d, \quad g_T(u_H) \geq 0,$$

(11)

since $u(\cdot)$ is the optimization variable. This function $g_T(u_H)$ is in general non-differentiable and non-convex. Following the approach presented by [23], we propose an iterative gradient descent algorithm to solve Problem 2 as shown in Algorithm 2.

For each iteration $i$, from the knowledge of the critical proposition $O(\bar{x})$ and critical time $\bar{t}$, the corresponding critical point (closest point on the critical proposition from the system trajectory) on the critical proposition $z(\bar{t}, u_i)$ is computed as

$$z(\bar{t}, u_i) = \left\{ \begin{array}{ll}
\arg \min_{z \in O(\bar{x})} \| p_T(q(\bar{t})) - z \|, & p_T(q(\bar{t})) \in O(\bar{x}), \\
\arg \min_{z \in O(\bar{x})} \| p_T(q(\bar{t})) - z \|, & p_T(q(\bar{t})) \notin O(\bar{x}).
\end{array} \right.$$

(12)

We now define a new constraint function

$$G_T(u_H) = \| z(\bar{t}, u) - p_T(q(\bar{t})) \| \| \rho_{\phi}(x_{H,T}) \| .$$

(13)

Using (10)–(13) one can observe that [23], if $G_T(u^2) > G_T(u^1)$ holds, so does $g_T(u^2) > g_T(u^1)$.

C. Generating Collision-Free Trajectory

The second constraint in Problem 2 ensuring collision-free trajectory of the manipulator arm has to take into account all the link positions of the arm, not just the end-effector position. Similar to the robustness measure defined in Section II-D we use a safety radius to measure how safe the manipulator arm trajectory is with respect to the obstacles $obs_k \in \text{Obs}$, in the workspace as illustrated in Fig. 3 for a time $t$. The safety radius for any $obs \in \text{Obs}$ and any link $l$ is defined as:

$$\rho_s(obs, l(t)) = \left\{ \begin{array}{ll}
\min_{z \in obs,y \in l(t)} \| y - z \|, & obs \cap l(t) = \emptyset, \\
-(\min \| d \| : obs \cap (l(t) + d) = \emptyset), & \text{otherwise},
\end{array} \right.$$

where, $l(t)$ denotes the space occupied by link $l$ at time $t$. Note that $\rho_s(obs, l(t))$ is the separation distance for no collision between the obstacle-link pair, and penetration depth between the pair otherwise. In Fig. 3, both the $l_j^{th}$ and $l_{j+1}^{th}$ links of the manipulator arm has negative safety radii as the links collide with $obs_k$, whereas, the $l_{j+2}^{th}$ link has a positive safety radius with respect to $obs_{k+1}$. The overall safety radius of the manipulator arm trajectory for this time is then defined in terms of the $l_j^{th}$ link (critical link) and $obs_k$ (critical obstacle) as the ball formed by this link-obstacle pair is the largest and the $l_j^{th}$ link has to be moved by at least the size of the corresponding ball in order to try to ensure the arm does not collide with any obstacle. The safety radius $\rho_s(x_{H})$ for the entire trajectory is then the minimum of all such radii over the entire time:

$$\rho_s(x_{H}) = \min_{0 \leq t \leq T} \left( \min_{obs,l} \rho_s(obs, l(t)) \right).$$

(14)

For satisfaction of the second constraint we desire

$$g_s(u_H) = \rho_s(x_{H}) - \rho_{\phi}^d, \quad g_s(u_H) \geq 0.$$

(15)

Let us denote the critical time, the obstacle, and the link that minimize (14) as $\hat{t}, \bar{obs}^i$, and $\bar{t}$, respectively. The critical points on the critical obstacle and the critical link denoted as $z_c(\hat{t}, u) \in \bar{obs}^i$ and $y_c(\hat{t}, u) \in \bar{t}$ are such that the following holds:

$$\rho_s(x_{H}) = \left\{ \begin{array}{ll}
-\| y_c - z_c \| \cdot \bar{obs}^i \cdot \bar{t} \neq \emptyset, \\
\| y_c - z_c \| \cdot \bar{obs}^i \cdot \bar{t} = \emptyset.
\end{array} \right.$$

(16)

Then we can re-write the second constraint function in a form similar to (13) as

$$G_s(u_H) = \| y_c(\hat{t}, u) - z_c(\hat{t}, u) \| \| \rho_s(x_{H}) \| .$$

(17)

We use the Minkowski formulation, which is also used in the Gilbert-Johnson-Keerthi (GJK) algorithm [29] in order to find the critical point corresponding to the critical obstacle-link pair. As a result, we only consider convex shapes for the manipulator arm links and obstacles. Other specialized collision checker algorithms, such as Flexible Collision Library (FCL) [30], providing separation distances between non-overlapping objects and penetration depths between overlapping objects can also be used.

D. Satisfying Joint Limits

We express the requirement of keeping the joint angles within specified limits by formulating another MTL formula

$$\phi_{\text{limit}} = \Box_{[0, \pi]} \pi_{\text{limit}},$$

(18)
Our optimization technique utilizes the functional derivative of the constraint functions $G_j(u^i)$, in the control input signal space to compute an ascent direction for increasing $G_j(u^i)$, which in turn increases $g_j(u^i)$ leading to a feasible trajectory of the system. Gradient of the first constraint function at the $i^{th}$ iteration can be evaluated as

$$\frac{dG_j(u^i)}{du} = \frac{\partial G_j}{\partial x}(t,y(q(l)))S(l), \quad (20)$$

where, $S(\cdot)$ is the sensitivity function of the end-effector trajectory with respect to the control input signal $u(t)$ defined by the solution of the sensitivity equation [32] as

$$\dot{S}(t) = \frac{\partial F}{\partial x}(t,y(q(t)),u)S(t) + \frac{\partial F}{\partial u}(t,y(q(t)),u), \quad S(0) = 0. \quad (21)$$

Gradients for the other two constraint function can be evaluated similar to (20)–(21) but with respect to position trajectory of the critical link and joint angle trajectory at that iteration, respectively. Any differentiable function can be chosen as the performance objective $J$ for this approach. The performance objective that we consider is

$$J(u) = \frac{1}{2} \int_{0}^{T} \|u(t)\|^2_{2} dt, \quad (22)$$

to minimize the overall control effort.

**F. Completeness**

At low-level the gradient-descent algorithm searches in the neighborhood of the initial trajectory to find a feasible trajectory that satisfies the candidate MTL task specification. One disadvantage is that the search process might get trapped at a local minimal in the neighborhood of the initial trajectory. To circumvent this problem, we therefore propose to execute the search process from different initial trajectories to broaden the search space of the optimization. Since the state-space is compact, the probability of failure to find a feasible trajectory at the low-level, approaches zero with time as more and more different new trajectories are explored. At the top-level, the MILP framework takes into account all possible arrangements of the objects as well as time required for the arm to move an object from one location to another. Therefore, if a feasible trajectory exists satisfying the MTL task specification $\phi_o$, the MILP framework will find it since it considers all possible ways of manipulating the objects infinitely often. Consequently the gradient-descent optimizer also searches for the low-level implementations of all possible ways of manipulating objects infinitely often. Therefore, the proposed hierarchical structure, combining the MILP framework and gradient-descent optimization algorithm, is probabilistically complete.

**IV. EXAMPLES**

The motion planning framework is currently entirely implemented in MATLAB. We consider an object manipulation MTL task specification for motion planning of a 7-DOF dual arm
industrial robot, Baxter\textsuperscript{12}. The task specification is, however, only defined in terms of the left arm of the Baxter. Fig. 4 shows the workspace environment of the Baxter, involving 5 tables (object locations) of different heights, where 3 different objects can be placed. The tables act as obstacles since the arm cannot pass through the tables and should avoid them. We consider two MTL task specifications:

$$
\phi^1_o = \Diamond_{[0.9]}(\lambda_{o_1} = D) \land \Diamond_{[0.9]}(\lambda_{o_2} = E),
$$

$$
\phi^2_o = \Diamond_{[0.9]}(\lambda_{o_1} = D) \land \Diamond_{[0.9]}(\lambda_{o_2} = E) \land \\
\neg(\lambda_{o_3} = D) \lor (\lambda_{o_2} = E),
$$

where $o_r$, $o_g$, $o_b$ is used to denote the objects colored red, green and blue respectively and the five tables are labeled $A, B, C, D$ and $E$. The first specification, $\phi^1_o$, states that within 9 seconds the manipulator arm must eventually place the objects $o_1$ and $o_2$ on the tables $D$ and $E$ respectively. $\phi^2_o$ extends this specification by also requiring that $o_3$ cannot be placed on table $D$ before object $o_2$ is placed on table $E$. The total trajectory duration for both cases was chosen to be 9 seconds, since that is the minimum time required to evaluate satisfaction of the specifications.

We present the results of the motion planning problem for $\phi^1_o$ and $\phi^2_o$ in Figs. 4 and 5 respectively. The accompanying video submission, also shows different viewing angles of the environment. Observe that for satisfaction of $\phi^1_o$, to place $o_1$ on table $D$, the object $o_2$ needs to be moved from $D$ to vacant $D$. Once the end-effector picks up $o_2$ there is a choice of placing it either on the table $B$ or $E$ as the other ones are occupied. However, since $\phi_o$ requires moving $o_2$ to $E$, the MILP problem from Section III-A correctly chooses table $B$ to place $o_2$. As otherwise, the end-effector would have to move $o_2$ from $E$ to make space for placing $o_r$ increasing the number of times the objects are moved around. Thus, the MILP problem is also capable of finding a sequence of movements that do not require backtracking in terms of placing objects at locations. In this case the algorithm automatically moves $o_2$ before moving $o_r$ to satisfy $\phi^1_o$. On the other hand, the MILP algorithm chooses the correct sequence of moving $o_1$ to $E$, $o_3$ to $C$ and $o_2$ to $D$, as shown in Fig. 5 to satisfy $\phi^2_o$. Clearly, these sequences of end-effector motion are not explicitly stated in the task specifications but the hierarchical framework combining the MILP problem with the gradient-descent optimization algorithm automatically selects the sequence. The work presented in [12] is closely related, in the sense that the method presented also handles such task specifications with temporal constraints, which the other TMP methods cannot handle. However, unlike [12] our proposed method can produce optimal motion plan to complete the desired task. Moreover, [12] does not handle specific timing restrictions on manipulating objects, which our algorithm does take into account as can be seen from both Figs. 4 and 5, presenting that indeed the objects $o_3$ and $o_2$ are moved respectively to the tables $D$ and $E$ within 9 seconds, satisfying the MTL specifications.

Table I presents the time required for solving the motion planning problem for 50 independent runs with randomly generated initial configuration for the arm, in a 64-bit Linux machine with Intel Core i7 3.4-GHz CPU and 16 GB RAM. For each initial configuration of the arm, we executed the proposed motion planning algorithm for different random initial trajectories until

\begin{table}
\centering
\caption{Time Taken to Solve the Motion Planning Problem}
\begin{tabular}{llllll}
\hline
MTL spec & Time (s) (min, 25%, median, 75%, max) \\
\hline
$\phi^1_o$ & 23.93 & 56.32 & 68.75 & 86.62 & 507.92 \\
$\phi^2_o$ & 71.45 & 138.70 & 167.23 & 188.79 & 325.24 \\
\hline
\end{tabular}
\end{table}

\textsuperscript{1}https://www.rethinkrobotics.com/products/baxter
\textsuperscript{2}https://github.com/rpiRobotics/baxter-on-wheels-sim
a trajectory satisfying the specification was found, to broaden the search space of the optimization algorithm. In all of those 50 trials the algorithm successfully found trajectories for the manipulator arm to satisfy the specification. The results showcase, that even though the algorithm searches locally to initial trajectory of the arm, executing the search process in neighborhood of different initial trajectories embeds the property of probabilistically completeness in the motion planner by broadening the search space of the optimization algorithm.

V. CONCLUSION

In this letter, we proposed an optimization approach for generating control input signals for manipulator robot arm so that the closed loop execution trajectory of the arm satisfies desired task specification expressed in terms of MTL formulae. Our approach is based on utilizing MILP to determine the sequence of movements for the end-effector, followed by computing descent (ascent) vectors using the functional gradient of the objective and the constraint functions for minimization (maximization) of the objective value, utilizing the method of calculus of variations. We utilize the optimization framework to determine trajectories and their durations between different object locations and update the MILP problem accordingly to aid determining the sequence of movements. Even though the gradient method only guarantees locally optimal solutions based on the initial trajectory of the manipulator arm, executing the method from different initial seeds broadens the search space of the optimization algorithm thereby also making the method probabilistically complete. In addition to solving the TMP problem by following the hierarchical method, we also can update the information about the workspace of the manipulator arm. Moreover, the low-level optimization framework proposed here is not only limited to manipulator arms. The framework is applicable to generate control input signals for satisfying correct system behaviors defined in terms of MTL specifications for any general (non)linear dynamical system. On the other hand, the MILP problem is limited to the specific workspace domain considered in this letter. This is similar to the concept of plan outline in [11] that helps the SMT solver to ignore implausible actions (such as trying to place an object before picking it up). One might need to add more constraints or relax some, in order to completely represent a different workspace.
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