
Knowledge Augmented Deep Neural Networks for 
Joint Facial Expression and Action Unit Recognition

q Definitions of the Bayesian Network
• Conditional probabilities are parameterized with the regression equations

𝑝 𝑋! = 𝑘 𝜋 𝑋! = 𝜎"(∑#$%
& 𝑤!#'𝜋# 𝑋! + 𝑏!')

where weights 𝒘 = {𝑤!#'} and bias 𝒃 = {𝑏!'} are to be learned
• 𝐴 𝒘 is the weighted adjacency matrix defining the structure[2]: 𝐴!# = ∑'$%( ||𝑤!#'||))

• The constraint of Directed Acyclic Graph(DAG)[3]: tr 𝑒* 𝒘 ∘* 𝒘 − 𝑁 = 0

q Probability constraints derived from the generic knowledge
• Strictly inequality constraints: {𝑔! 𝒘,𝒃 < 0}!$%-

To better handle 𝑔!, we define positive margin with additional variable 𝑠!
The strictly inequality constraints become equality constraints: 

𝑔! 𝒘, 𝒃 + 𝑒"! = 0, 𝑖 = 1, … , 𝐺
• Inequality constraints: {𝑙#(𝒘, 𝒃) ≤ 0}#$%.

• Equality constraints: {ℎ' 𝒘,𝒃 = 0}'$%/

• For example: 
𝑔! 𝒘,𝒃 = p 𝑋./0 = 0 𝑋1/0 = 1;𝒘, 𝒃 − p 𝑋./0 = 1 𝑋1/0 = 1;𝒘, 𝒃 < 0

q A penalty function 𝑓 𝒘, 𝒃; 𝒔 measures the violation of constraint
𝑓 𝒘, 𝒃; 𝒔 = %

-
∑!$%- log( 𝑔! 𝒘, 𝒃 + 𝑒0! ) + 1)

+ %
.
∑#$%. log( 𝑙#1 𝒘, 𝒃

)
+ 1) + %

(
∑'$%( log( ℎ! 𝒘, 𝒃

) + 1)

with weights 𝒘, bias 𝒃 and current margins 𝑒𝒔. And 𝑙#1 = max{0, 𝑙#}
• 𝑓 𝒘, 𝒃; 𝒔 = 𝟎 if and only if all the constraints are satisfied

q A Constrained Optimization Approach for BN learning

𝒘∗, 𝒃∗, 𝒔∗ = arg min
3,4,5

𝑓 𝒘, 𝒃; 𝒔 + 𝛾||𝒘||. − 𝜇||𝒔||11

s. t. tr 𝑒6 𝒘 ∘6 𝒘 −𝑁 = 0
where ||𝒘||% penalizes the density of the structure, and ||𝒔||)) encourages the bigger 
positive margins

q The learned Bayesian Network serves as our knowledge model 𝐾

Encoding of the Generic Knowledge
-- Bayesian Network(BN) Learning with Probability Constraints

Generic Knowledge as Probabilities
-- on expression-AUs probabilistic relationships 

q Notation: 
• Expression 𝑋! = {1,2, … , 𝐸}

E is the total number of expressions
• AUs 𝑋"#$ = {𝑋%#$, 𝑋&#$, … , 𝑋'#$}

M is the total number of AUs and X345 = {0,1}

q Expression-dependent single AU probabilities
o AU4 is a primary AU given Anger expression

p 𝑋ABC = 1 𝑋D = Anger > p 𝑋8/0 = 0 𝑋9 = Anger

q Expression-dependent joint AU probabilities
o AU6 and AU12 are positively correlated given Happy expression

p 𝑋:/0 = 1 𝑋.1/0 = 1, 𝑋9 = Happy > p 𝑋:/0 = 0 𝑋.1/0 = 1, 𝑋9 = Happy
p 𝑋:/0 = 1 𝑋.1/0 = 1, 𝑋9 = Happy > p 𝑋:/0 = 1 𝑋.1/0 = 0, 𝑋9 = Happy

q Expression-independent joint AU probabilities
o AU1 and AU2 are positively correlated

p 𝑋%#$ = 1 𝑋&#$ = 1 > p 𝑋%#$ = 0 𝑋&#$ = 1
p 𝑋%#$ = 1 𝑋&#$ = 1 > p 𝑋%#$ = 1 𝑋&#$ = 0

Experiments
-- comparisons with state-of-the-art models
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Introduction

qTasks:
• Facial Expression Recognition(FER)
• Action Unit(AU) Detection

qMotivations:
• Facial expression and AUs are strongly correlated
• Generic knowledge on expression-AUs relationships is 

available

qContributions:
• A knowledge model encoding the generic knowledge 

systematically
• A deep learning framework for joint facial expression and AU 

recognition
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Figure: Overview of the proposed framework

Expression: ‘HAPPY’

AU12(Lip Corner Puller): ‘ON’

AU6(Cheek Raiser): ‘ON’

Figure: An example from CK+ dataset[1]

q We learn AU detection model and FER models with:
• The training images 𝒙;, 𝑛 = 1,… ,𝑁
• The GT expression labels 𝑦;<=, 𝑛 = 1,… ,𝑁
• The knowledge model 𝐾
*  𝑁 is the total number of training samples

q Phase 1: Initialization of AU detection and FER models
Ø Weakly supervised AU detection model 𝑔"

𝜑∗ = argmin7
%
8
∑9$%8 𝐸: 𝒛9 𝑦9-;, 𝐾 𝑙(𝒛9, 𝑔7(𝒙9))

𝑝 𝒛# 𝑦#$% , 𝐾 is the probability of AU configuration 𝒛# computed from the BN model and the 𝑦#$%

Ø Facial Expression Recognition(FER) Models 
• Image-based FER model 𝑓#: 𝜓∗ = argmin#

%
&
∑'(%& 𝑙(𝑦')* , 𝑓#(𝒙'))

• AU-based FER model ℎ+: 𝜙∗ = argmin+
%
&
∑'(%& 𝑙(𝑦')* , ℎ+ 𝑔" 𝒙' )

where 𝑔& 𝒙# is the output of the AU model 𝑔&
* 𝑙 is the cross-entropy loss 

qPhase 2: Integration among AU and Expression Models 
Ø The combined expression probability 

𝑝 𝒚9 𝒙9, 𝐾 = 𝑤%𝑝< 𝒚9 𝒙9 + 𝑤)𝑝= 𝒚9 𝑔7 𝒙9 , 𝐾
𝑝' 𝒚# 𝒙# is the output of 𝑓' and 𝑝( is the output of ℎ(. 𝑤), 𝑤* are the weights

Ø Expression-augmented AU detection model
𝜑∗ = argmin&

)
,
∑#-), 𝐸. 𝒛# 𝑦#$% , 𝐾

𝑙 𝒛#, 𝑔& 𝒙# + 𝜆)𝐸. 𝒚# 𝒙#, 𝐾 𝐸. 𝒛# 𝒚#, 𝐾 𝑙 𝒛#, 𝑔& 𝒙#

Ø Knowledge-augmented image-based FER model
𝜓∗ = argmin<

%
8
∑9$%8 𝑙(𝑦9-;, 𝑓<(𝒙9)) + 𝜆)𝐸: 𝒚9 𝒙9, 𝐾 𝑙 𝒚9, 𝑓< 𝒙9

* 𝑙 is the cross-entropy loss. 𝜆", 𝜆# are the hyper-parameters to be tuned


