Type-augmented Relation Prediction in Knowledge Graphs
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2 Le\égr?ge prlrci):r 7o  We encode the type information as prior probabilities by considering O Type Information Integration is performed based on probabilities
A hierarchical structures among types O For each pair of entities (e, e;), the posterior probability is
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o (Helen Mirren, 2, Chiswick) types {actor, award winner, person} : Experiments
H, = /person/actor
QPrior Knowledge: type information of entities/relations H, = /person/award_winner JEvaluation of the TaRP model
o Helen Mirren is a person/award_winner/actor/ H, = /person Baseline 1: embedding-based model trained on observed triples
o (Person, place of birth, Location) Baseline 2: embedding-based model trained on (observed triples + type triples)
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O Embedding-based models learn representations of relations and entities
by minimizing the distance f..(ej, e;) in a continuous embedding space
 Given the learned embeddings, we compute the likelihood by taking the

Representation Learning

« We achieve significantly better performance by leveraging type information
compared to SoTAs on four benchmark datasets
* Our proposed approach is effective in integrating type information
* In the paper, we also show that our method is more data efficient. Through
pottom-up Estimation | plen, eelr) = exp(ﬁj(e,}, er)) cross-dataset evaluation, we show that type information extracted from a
 The lower the distance, the lower the likelihood specific dataset can generalize well to different datasets

Figure: Overview of the proposed TaRP model



