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Causal Discovery

◦ Causal discovery under insufficient data is of great importance

◦ Existing methods are focused on learning a DAG with high confidence 

under sufficient data

◦ However, in many domains, the availability of data is very limited

#2328◦ Causal relations among variables are captured by a 
directed acyclic graph (DAG)

◦ A direct link from node 𝑋 to node 𝑌 indicates the cause-effect 

relation between cause variable 𝑋 and effect variable 𝑌

◦ Causal discovery is to learn a DAG capturing cause-effect 
relationships among a set of random variables from 
observational data

Example structure is revised based on ASIA dataset in Bnlearn Repository

Visit Asia

Smoke

Tuberculosis

Lung Cancer

X-ray

Bronchitis

Dyspnea



Constraint-based Causal Discovery

◦ Constraint-based causal discovery methods apply independence tests to 

determine a DAG from observational data

◦ It can be performed globally or locally

#2328

Global approaches aim at learning cause-effect 
relationships among all random variables

Local approaches aim at identifying the direct 
causes and effects of a target variable, 
represented by a causal Markov blanket

Target Variable

Causal Markov Blanket 
of the target variable
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Bayesian Approaches for Independence Tests

◦ For both global and local approaches, the main challenge of the constraint-based 

causal discovery is that its performance highly depends on the accuracy of the 

independence test

◦ We propose two Bayesian-augmented frequentist independence tests

◦ Bayesian approach is adopted to reliably estimate independence test statistics with limited 

data by considering the entire parameter space instead of using a point estimate one

◦ The Bayesian statistics are then used by frequentist independence tests

◦ Specifically, we introduce Bayesian approach for two types of independence tests

◦ mutual Information based independence test

◦ statistical testing based independence test
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Independence Test

◦ Mutual information based independence test
◦ The mutual information (MI)  of two discrete random variables 𝑋 and 𝑌 is defined as

MI(𝑋 ; 𝑌) = σ𝑖=1
𝐾𝑥 σ

𝑗=1

𝐾𝑦
𝜃𝑖𝑗 ln

𝜃𝑖𝑗

𝜃𝑖𝜃𝑗

𝐾𝑥 and 𝐾𝑦 denote the total number of possible states of 𝑋 and 𝑌.  𝜃𝑖 = 𝑝(𝑥𝑖), 𝜃𝑗 = 𝑝(𝑦𝑗)and 𝜃𝑖𝑗 = 𝑝(𝑥𝑖 , 𝑦𝑗) are probability distribution 
parameters

◦ If MI 𝑋 ; 𝑌 < Threshold, 𝑋 and 𝑌 are declared to be independent; Otherwise, 𝑋 and 𝑌 are dependent.

◦ Statistical testing based independence test
◦ G-test is a standard likelihood ratio test. Its statistics 𝑔 asymptomatically follows the 𝜒𝑑𝑓=(𝐾𝑥−1)(𝐾𝑦−1)

2 distribution and is defined as

𝑔 = −2σ𝑖=1
𝐾𝑥 σ

𝑗=1

𝐾𝑦
𝑛𝑖𝑗ln

𝜃𝑖𝜃𝑗

𝜃𝑖𝑗

◦ If 𝑝-value is smaller than the significance level (default 5%), the null hypothesis is rejected and the alternative hypothesis is 
accepted. Thus, 𝑋 and 𝑌 are declared to be dependent; Otherwise, 𝑋 and 𝑌 are declared to be independent.

◦ Independence Test Accuracy under insufficient data
◦ Existing methods perform a Maximum Likelihood estimation (MLE) of the parameters 𝜽 directly from data 𝐷, i.e.,

𝜽 = argmax 𝑃 𝐷 𝜽
◦ The MLE estimates are inaccurate when 𝐷 is insufficient. As a result, independence tests are subject to errors under limited data
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Bayesian Approach for 
Mutual Information based Independence Test

◦ Full Bayesian MI is based on estimating expected MI over data 𝐷 :

𝑀𝐼𝐹𝐵 𝑋; 𝑌|𝐷 = නන𝑀𝐼 (𝑋; 𝑌|𝜽)𝑝 𝜽, α 𝐷 𝑑𝜽𝑑𝛼 = නන𝑀𝐼 (𝑋; 𝑌|𝜽)𝑝 𝜽 𝛼, 𝐷 𝑝(α|𝐷)𝑑𝜽𝑑𝛼

◦ The integration over 𝛼 is approximated by maximizing it out as

𝑀𝐼𝑒𝐵 𝑋; 𝑌|𝐷 = නන𝑀𝐼 (𝑋; 𝑌|𝜽)𝑝 𝜽, α 𝐷 𝑑𝜽𝑑𝛼 = න𝑀𝐼 (𝑋; 𝑌|𝜽)𝑝 𝜽 𝛼∗, 𝐷 𝑑𝜽

with 𝛼∗ = argmax 𝑝(α|𝐷) = argmax 𝑝 𝐷 α 𝑝(α). Assuming 𝑝 𝛼 follows the uniform distribution, we have 𝛼∗ = argmax
𝑝 𝐷 α and can be solved through a fixed-point update

◦ Given the 𝛼∗, we in the end have 

𝑀𝐼𝑒𝐵 𝑋; 𝑌|𝐷 = 𝜓 𝑁 + 𝛼∗𝐾 + 1 − σ𝑖𝑗

𝑛𝑖𝑗+𝛼
∗

𝑁+𝛼∗𝐾
[𝜓 𝑛𝑖 + 𝛼∗𝐾𝑦 + 1 + 𝜓 𝑛𝑗 + 𝛼∗𝐾𝑥 + 1 − 𝜓 𝑛𝑖𝑗 + 𝛼∗ + 1 ]

where 𝜓(𝑥) is the digamma function. 𝑛𝑖 and 𝑛𝑗 are the number of samples for 𝑋 = 𝑖 and Y = 𝑗 respectively, and

𝑛𝑖𝑗 is the number of samples for 𝑋, 𝑌 = 𝑖, 𝑗
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Bayesian Approach for 
Statistical Testing based Independence Test

◦ A Bayesian estimate of hypothesis likelihood is considered as

𝐵𝐹 =
𝑃(𝐷|𝐻0,𝛼0)

𝑃(𝐷|𝐻1,𝛼1)
=

 𝑃 𝐷 𝜽,𝐻0 𝑃 𝜽 𝐻0, 𝛼0 𝑑𝜽

 𝑃 𝐷 𝜽,𝐻1 𝑃 𝜽 𝐻1, 𝛼1 𝑑𝜽

𝛼0 and 𝛼1 are the respective hyper-parameters under null and alternative hypothesis

◦ To apply BF for a statistical testing, like 𝐺 test, we approximate it as 

෪𝐵𝐹 =
𝑃(𝐷|𝐻0,෩𝜽)

𝑃(𝐷|𝐻1,෩𝜽)
=

ς
𝑖=1
𝐾𝑥 ෩𝜃𝑖

𝑛𝑖 ς
𝑗=1

𝐾𝑦 ෩𝜃𝑗
𝑛𝑗

ς
𝑖=1,𝑗=1

𝐾𝑥,𝐾𝑦 ෩𝜃
𝑖𝑗

𝑛𝑖𝑗

with ෨𝜃𝑘 =
𝑎∗𝑛𝑘+𝑏

∗𝛼

𝑎∗𝑁+𝑏∗𝐾𝛼
and Λ =

𝑎
𝑏

are unknown coefficients that can be solved analytically 

◦ The statistic 𝐵𝐹𝑐ℎ𝑖2 in the end is computed as

𝐵𝐹𝑐ℎ𝑖2 = −2ln෪𝐵𝐹 = −2σ𝑖=1
𝐾𝑥 σ

𝑗=1

𝐾𝑦
𝑛𝑖𝑗ln

෩𝜃𝑖෩𝜃𝑗
෩𝜃𝑖𝑗

𝐵𝐹𝑐ℎ𝑖2 asymptomatically follows the distribution 𝜒𝑑𝑓=(𝐾𝑥−1)(𝐾𝑦−1)
2 . We set 5% as the default significance level
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Local Causal Discovery

◦ We consider the causal Markov blanket (CMB) for comparison 

◦ 𝑐𝐼𝑒𝐵 denotes the CMB with empirical Bayesian MI estimation; 𝑐𝐵𝐹𝑐ℎ𝑖2 denotes the CMB with 𝐵𝐹𝑐ℎ𝑖2
independence test

◦ Both 𝑐𝐼𝑒𝐵 and 𝑐𝐵𝐹𝑐ℎ𝑖2 outperform CMB in 

terms of both accuracy (SHD) and 

efficiency (# Independence Test)

◦ Comparing the performance between 

the two proposed methods

◦ 𝑐𝐵𝐹𝑐ℎ𝑖2 achieves overall better accuracy 

◦ 𝑐𝐼𝑒𝐵 is more efficient with the fewest number 
of independence tests on all datasets
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Global Causal Discovery

◦ We consider the RAI-BF and PC-Stable for comparison 

◦ 𝑟𝐼𝑒𝐵 denotes the RAI with empirical Bayesian MI estimation; r𝐵𝐹𝑐ℎ𝑖2 denotes the RAI with 𝐵𝐹𝑐ℎ𝑖2 independence 
test

◦ Both 𝑟𝐼𝑒𝐵 and 𝑟𝐵𝐹𝑐ℎ𝑖2 outperform RAI-
BF and PC-Stable in terms of both 
accuracy (SHD) and efficiency (# 
Independence Test)

◦ Comparing the performance 
between the two proposed methods

◦ 𝑟𝐵𝐹𝑐ℎ𝑖2 achieves overall better 
accuracy 

◦ 𝑟𝐼𝑒𝐵 achieves overall better efficiency

◦ We reach consistent conclusions 
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Conclusions

◦ We introduce Bayesian methods for robust constraint-based causal discovery under 

insufficient data

◦ Two Bayesian-augmented frequentist independence tests are proposed for reliable 

statistic estimation under a frequentist independence test framework

◦ Through extensive experiments, we show that, by introducing Bayesian approaches, 

the proposed methods not only outperform the competing methods in terms of 

accuracy, but also improve efficiency significantly
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