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Abstract— Head pose estimation methods can be broad-
ly classified into learning-based methods and model-based
methods. The learning based methods use machine learning
techniques to directly predict the pose from image appearance,
while the model-based methods link the 2D observation (e.g. fa-
cial landmarks) and 3D model through the projection model for
pose estimation. However, both methods may have difficulty on
images with very low quality (e.g. low resolution, occlusion, and
noisy images). For example, there would be limited appearance
information to generate accurate landmark detection on low-
quality images for reliable face pose estimation. To tackle pose
estimation on low-quality images, we propose to combine the
learning and model based methods. Specifically, we first build
the relationship between facial landmark locations and image
appearance using the Restricted Boltzmann Machine (RBM)
model. Then, we link the landmark locations and 3D model
analytically using the projection model. By combining the RBM
model with the projection model, without explicit landmark
detection, we predict the head pose with a KL-divergence based
method and a gradient-based method. Experimental results
demonstrate the effectiveness of the proposed method.

I. INTRODUCTION

Head pose estimation aims to identify the relative orien-
tation and location of the head w.r.t the camera coordinate
frame. Head pose has been an major component in face-
related research areas, including gaze estimation ([37], [38],
[39]), which reflects human intent and focus of attention, face
frontalization [42], [26] which is helpful for face recognition
and security. There are also many applications related to
head pose, such as social attention [33], [27], [28], human-
and-robot interactions [10], human-behavior analysis [32],
[8], security surveillance [4], driver behavior analysis [23].
All those applications require the head pose estimation
algorithms to achieve good pose estimation accuracy in
challenging conditions, even if the face is far away from
the camera.

In computer vision, head pose estimation based on fa-
cial images or videos have been studied extensively and
intensively. The major methods can be broadly classified
into learning-based approaches and model-based approaches
(Fig. 1). The learning-based approaches aim to learn the rela-
tionship between facial image and the head pose angles with
machine learning techniques, while the model-based methods
try to link the 2D observation (e.g. facial landmark locations)
and 3D model through the projection models. However, both
methods have limitations on images with low-quality as
shown in Fig. 2. In particular, for low-quality images, the
image may contain limited facial appearance information.
Similarly, low-quality image also poses challenge for the
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Fig. 1. Proposed method and general head pose estimation methods in
different categories. The learning-based methods (blue dotted line) directly
learn the mapping between image appearance and pose. The model based
methods (green dotted line) link 2D facial shape and 3D face pose through
the projection model. The proposed method (red line) combines the learning
and model based methods.

Fig. 2. Low quality images (e.g. low-resolution, occlusion and noisy
images).

model-based approach since accurate landmark detection on
the low quality images is difficult. Therefore, both methods
would suffer and lead to low performances due to the noisy
and incomplete observations from low-quality image.

To tackle those problems, in this paper, we propose a
method that combines the learning based with model based
methods for pose estimation on low-quality images, as shown
in Fig. 1. The general intuition of the proposed method
is to combine both methods, so that they may compensate
each other and boost the performances of pose estimation.
In particular, we first learn the joint relationship between
facial landmark locations and facial appearance using the
Restricted Boltzmann Machine (RBM) model. We then com-
bine the RBM model with the projection model to perform
face pose estimation directly from facial images, without
explicit landmark detection. RBM has been widely used in
computer vision [24], [31] to relate different variables. In this
work, we link the 2D shape information and 3D facial shape
model using the projection model, and link the face image
appearance with image face shape through RBM statistically.
Then, without explicit facial landmark detection, we can
predict the head pose with a KL-divergence based method
and a gradient-based method directly from face images.

The main novelty of the proposed approach lies in com-
bining model-based approach with learning-based approach
in order to take advantage of their respective strength. It
allows to seamlessly combine model-based pose estimation978-1-5386-2335-0/18/$31.00 c©2018 IEEE



with learning-based pose estimation. Through this combina-
tion, we can perform head pose estimation without explicit
landmark detection. The idea hence can apply to applica-
tions which may be difficult to explicit accurate landmark
detection with low quality images. In summary, the major
contributions of the proposed work are as follows:

• The proposed method combines learning techniques and
projection model for pose estimation. This is novel
compared to most of the existing methods that either
follow data-driven learning approaches or purely pro-
jection model based approaches.

• Different from the existing methods, the proposed
method does not explicitly detect the facial landmarks,
which are difficult to perform on the low-quality images.
Instead, we propose the KL-divergence and gradient
based methods to estimate the face pose.

• We propose to use RBM model to capture the joint
distribution for face appearance and face shape to allow
head pose inference directly from the face appearance
without explicitly performing facial landmark detection.

• The experimental results on images with low-quality
images demonstrate the effectiveness of the proposed
method on these very challenging conditions.

II. RELATED WORK

Many methods have been proposed to estimate the head
pose. These methods can be classified into two categories:
learning-based methods and model-based methods.

The learning-based approaches learn the classifiers or re-
gression models to map the appearance features to head pose.
There are methods using K-nearest-neighbor [7] or using
quantization [43] to improve efficiency. In [3], the authors
propose to classify head pose into eight directions specific
for individual scenes, exploiting the tracking information of
walking direction. In [13], the authors propose to use image
abstraction and local directional quaternary patterns for head
pose estimation. In [14], the authors propose the K-clusters
regression forests for head pose estimation. They introduce
more flexible node splitting by clustering in target space
instead of binary splitting. In [6], the authors propose a two-
layer framework to model the globally nonlinear manifold
by local linear functions. In [45], the authors propose a
novel supervised descriptor learning algorithm formulated
as generalized low rank approximations of matrices with
a supervised manifold regularization. In [17], the authors
extract dense SIFT features on face region and reduce the
dimensions of features by random projection method, fol-
lowed by SVR to do the regression for head pose estimation.
In [1], the authors propose to classify the driver’s head pose
by feature selection and fusion of SURF, HOG, Haar and
SF (steerable filters) features. Experiments demonstrate that
the fusion of features boost the performance on head pose
classification. The method in [5] maps the handcrafted HOG
features to head pose and bounding box shifts by a mixture
of Gaussian models.

The model based methods try to find the projection matrix
that can be used to project the 3D model to a 2D image. The

head pose can be extracted from the projection matrix. The
method in [21] estimates head pose by applying the POSIT
algorithm on the mapping of 2D projected points and 3D
head model. The method in [34] fits the cylinder head models
to get the projected facial points and model parameters. By
further combining with AAM, they can extend the pose cov-
erage for tracking. In [40], the authors propose a landmark-
free approach to fit a 3D model to 2D image based on the
sparse coding and texture of annotated face model based
regression. In [18], the authors propose to fit a 3D morphable
model to a 2D image using local image features (SIFT)
based on the cascade regression method. During cascade
regression, it iteratively updates the model parameters based
on appearance features to minimize the landmark position
projection error. The head pose can be decoded from the
model parameters after it converges. Another cascade regres-
sion based method is from [36], and it estimates the pose
from the predefined face basis vector which is used for 3D
facial shape estimation. The method in [35] first performs
landmark detection based on appearance features, followed
by fitting the 3D model to estimate pose. In [20], the authors
propose to estimate head pose from 2D face image using a
3D model morphed from a reference 3D model, which refers
to a 3D face of a person of the same ethnicity and gender
as the query subject. The head pose is predicted by depth
parameters which are estimated by minimizing the mismatch
between the feature of the query face image and related
morphed 3D model projected onto 2D image plane.

There are limited works that perform head pose on low
quality images. In [11], the authors address the problem
of head pose estimation in low quality images. They train
one particular one-layer linear neural network called auto-
associative network for each pose based on the Widrow-
Hoff learning rule. The head pose estimation is achieved by
choosing the highest score from the related auto-associative
network. Experimental results show that it outperforms hu-
mans in pan for head pose estimation. In [30], the authors
propose to classify low quality head images with size from 20
to 40 segmented from the wild images. It combines the color
histograms of skin and hair region for classification. In [25],
the authors propose a KL distance based facial appearance
descriptor, which indexes each pixel to mean appearance
templates. They use the the proposed descriptor to train a
multi-class SVM for head pose estimation on low quality
images.

III. APPROACH

In this work, we propose a method that combines learning
and projection model for head pose estimation on low-quality
images. The proposed method contains two parts. We first
capture the joint probability distribution of facial landmark
locations and facial appearances using the Restricted Boltz-
mann Machine (RBM) model [22][29]. Then, we use the
learned joint distribution and the projection model for head
pose estimation. In the following, we first discuss how to
learn the model, the 3D deformable model and then the
proposed pose estimation algorithm.



Fig. 3. Facial images [12] with marked facial landmarks.

A. Learning the joint probability distribution for facial shape
and appearance

It is clear from Fig. 3 that there is a direct relationship
between the facial landmark locations that determines the
facial shape and facial appearance. Even though the rela-
tionship may vary from subject to subject, there are clearly
certain patterns. In addition, we also can observe that both
the facial shape and facial appearance can reflect the pose
angles. Therefore, we would like to learn the relationship
between facial landmark locations and facial appearance and
use the relationship for pose estimation. In particular, we can
denote the facial landmark locations as x = {x1, x2, ..., xD},
where D is the number of landmarks. We also can denote
the vectorized image as I . Our goal is to learn their joint
probability distribution p(x, I). In particular, we used the
Restricted Boltzmann Machine (RBM) [22][29].

The Restricted Boltzmann Machine [22][29] is an undi-
rected probabilistic graphical model as shown in Fig. 4. It
consists of one layer of binary hidden nodes, denoted as h,
and one layer of visible variables at the bottom layer. RBM
captures the joint distribution of the variables in the bottom
layer with the multiple hidden nodes. In our application, the
bottom layer variables include the image appearance I and
the facial landmark locations x. Since they are all continuous
variables, we use the Gaussian Bernoulli RBM [16]. Overall,
the RBM captures the joint distribution for the facial shape
and appearance as follows:

p(x, I; Θ) =
1

Z

∑
h

exp(−E(x, I,h; Θ)) , (1)

where Z is the partition function to ensure a valid probability
distribution. E(x, I,h; Θ) is the energy function with model
parameters Θ = {ax,aI , b,W x,W I},

E(x, I,h; Θ) =
∑
i

(xi − axi )
2

2
−
∑
i,k

xiW
x
i,khk

+
∑
j

(
Ij − aIj

)2
2

−
∑
j,k

IjW
I
j,khk −

∑
k

bkhk .

(2)

The bottom layer variables x and I are normalized so
that their standard derivation is 1. The RBM parameters
are usually learned through the contrastive Divergence (CD)
algorithm [15], given the training data {xm, Im}m.

B. 3D deformable model and head pose

Before we introduce the proposed pose estimation method,
we also need to discuss the 3D deformable model. To capture
the 3D facial shape variations, we build a 3D deformable

	

Fig. 4. Restricted Boltzmann machine (RBM) model that learns the joint
distribution for shape and facial appearance.

shape model. Given the N 3D facial shape training data from
different subjects, denoted as {Sn}Nn=1 ∈ <3∗D, consisting
of 3D coordinates of the facial landmark points, we can build
the 3D deformable model using the principal component
analysis technique. In particular, each new shape S can be
represented using the deformable model coefficients q =
{q1, q2, ..., qk}:

S = S̄ +
∑
k

Φkqk, (3)

where S̄ represents the average 3D shape and Φk represents
the basis.

Given the 3D deformable model, we can link the 3D face
shape (represented using the deformable coefficients) and the
2D facial landmark locations using the projection model (we
use weak perspective projection in this work). In particular,
if we denote the column and row coordinates of the dth 2D
point on image as cd and rd for corresponding 3D points in
shape S, we have:[
c1, c2, ..., cD
r1, r2, ..., rD

]
= M(S̄ +

∑
k

Φkqk) +

[
t1, t1, ..., t1
t2, t2, ..., t2

]
. (4)

Here, M is a 2∗3 matrix corresponding to the scaled first and
second rows of the rotation matrix. t is the translation vector
on the image plane that is applied to all the points. Overall,
for all the facial landmarks x = {c1, r1, c2, r2, ...cD, rD},
we can write the projected points as xproj :

xproj = g(M, t, q), (5)

where g(.) denotes the projection model. The detected 2D
facial landmarks are usually the noisy observations of the
projection results. Therefore, we can denote the conditional
distribution of the 2D shape given the pose and deformable
coefficients as follow:

p(x|M, t, q) ∼ N (g(M, t, q), αΛ) . (6)

Here, we assume the noise is Gaussian noise with diagonal
covariance matrix, and Λ represents the identity matrix.

For general model-based pose estimation methods, given
the detected 2D facial landmarks on images, we can estimate
the pose parameters by minimizing the projection errors:

M∗, t∗, q∗ = arg min
M,t,q

‖x− g(M, t, q)‖2. (7)

Here, x denotes the detected landmarks. To solve the op-
timization problem, we can alternatively update the pose
matrix M, t and the deformable coefficients q.



Fig. 5. Generate the samples of facial landmark locations given the facial
images [9]. For each images, we generate multiple samples (clusters of
green dots). The red dots indicate their mean.

C. Pose estimation

Given the learned joint distribution for facial shape and
facial appearance p(x, I; Θ), the 3D deformable model and
projection equations, we can perform head pose estimation.
In particular, we propose two methods: the KL-divergence
based method and the gradient-based method.

1) KL-divergence based method: The intuition of the
KL-based approach is that on low-quality images, facial
landmark detection may not be accurate. Instead of relying
on the detected landmarks, we calculate the probabilistic
landmark locations, which would give us more information.
In particular, given the facial appearance information of
the testing image Itest and the learned joint distribution
for shape and the appearance p(x, I; Θ), we can calculate
the conditional distribution of the facial landmark locations
given the appearance p(x|Itest; Θ). In addition, we can
relate the 2D facial landmark locations and the 3D pose
and deformable coefficients as in Eq. 6. Therefore, we can
formulate the head pose estimation problem by minimize the
KL-divergence of those two distributions of x:

M∗, t∗, q∗ = arg min
M,t,q

KL(p(x|Itest; Θ)||p(x|M, t, q))

= arg max
M,t,q

∫
x

p(x|Itest; Θ)logp(x|M, t, q).

(8)
Since the integral is intractable, we can use importance
sampling method and approximate the integral through the
samples:

M∗, t∗, q∗ = arg max
M,t,q

∑
s

1

Ns
logp(xs|M, t, q), (9)

where xs denotes the samples generated from p(x|Itest; Θ)
and Ns denotes the number of sample. Note that, for RBM
model, to generate the samples of xs from p(x, Itest; Θ),
we can use the Gibbs sampling method that iteratively calls
the following function:

p(xi|h; Θ) ∼ N

(∑
k

Wi,khk + axi , 1

)
, (10)

p(hk = 1|x, Itest; Θ) = σ

∑
i

xiWi,k +
∑
j

IjWl,k + bk

 ,

(11)
where N (., .) denotes the Gaussian distribution and σ(.)
denotes the sigmoid function. Fig. 5 shows some sampling
outputs given different facial images.

By applying Eq. 6, the problem in Eq. 9 can be further
simplified as:

M∗, t∗, q∗ = arg min
M,t,q

∑
s

1

Ns
‖xs − g(M, t, q)‖. (12)

The above equation indicates that different from the existing
model-based head pose estimation methods that estimate the
pose by fitting the detected facial landmarks on the testing
image (Eq. 7), we can perform head pose estimation by
fitting multiple samples of the 2D facial shape. This is
especially important for images with low-quality, since it’s
difficult to have very accurate landmark detection results, but
the collection of samples may provide more information. To
solve the optimization problem, similar to the general model-
based pose estimation methods (Eq. 7), we can alternatively
update the pose matrix M, t and the deformable coefficients
q. But, this time, the pose parameters are shared by all the
samples.

2) Gradient-based method: Another way to estimate the
head pose with the learned joint distribution is to directly
optimize the pose parameters that maximize the joint distri-
bution given the image appearance. In particular, we want to
find the pose parameters that maximize the conditional distri-
bution of pose given the image appearance p(M, t, q|Itest).
Then, pose estimation problem can be formulated as follows:

M∗, t∗, q∗ = arg max
M,t,q

p(M, t, q|Itest)

= arg max
M,t,q

log p(M, t, q|Itest)
(13)

Furthermore, since we know the landmark locations can be
represented in terms of the pose matrix M , t, and deformable
coefficient q, as in Eq. 5, the problem can be equally
converted to find the pose parameters that maximize the joint
distribution among the 2D shape (determined by the pose
parameters) and the given image appearance (detailed proof
can be found in the supplemental material). Assume M , t
and q are independent, then the gradient can be calculated
w.r.t M, t, q iteratively. Let’s take M as example,

M∗ = argmax
M

log p(x|Itest)· |
∂x

∂M
|

= argmax
M

log p(x, Itest)· |
∂x

∂M
|

(14)

In order to solve the optimization problem, we use gradient
ascent method. Denote the objective function as f(M, Itest),
the gradient w.r.t M can be calculated as:

∂f(M, Itest)

∂M
=
∂ log p(x, Itest)

∂M
+
∂ log | ∂x

∂M |
∂M

=
∂ log p(x, Itest)

∂x
· ∂x
∂M

(15)

The second term is zero since x is the linear function of
M . As for the first term, taking advantage of the chain rule,
we can take the gradient of the log joint probability w.r.t the
shape x, and then take the gradient of the shape w.r.t the pose
parameters or deformable coefficients. “·” represents the dot
product between two vectors. The gradient of x = g(M, t, q)



(a) CAS, 30*30 (b) CAS, 20*20

(c) MultiPie, 30*30 (d) MultiPie, 20*20
Fig. 6. Sample testing images from CAS-PEAL face database and MultiPie
database (30*30 pixels).

w.r.t pose parameters or the deformable coefficients can be
calculated based on Eq. 4. The following equation can be
used to calculate the gradient of log p(x, Itest) w.r.t x for
the RBM model:
∂ log p(x, Itest; Θ)

∂xt
|x0 = −(x0t − axt )

+
∑
k

Wt,k p(hk = 1|x0, Itest).

(16)
The beauty of this approach is that it combines analytic
model (projection model) with the learned RBM model to
jointly compute the pose gradient update instead of comput-
ing directly from face image or from projection model.

IV. EXPERIMENTAL RESULTS

A. Implementation details

1) databases: In the experiments, we use four different
databases: the CAS-PEAL face database [9], the MultiP-
ie database [12], the Caltech Occluded Face in the Wild
(COFW) database [2] and the Annotated Facial Landmarks
in the Wild (AFLW) database[19]. The CAS-PEAL face
database contains images of 1040 subjects with varying
poses changing in pitch and yaw angles. There are 6000
images for training and 520 images for testing (cross-
subjects). For the MultiPie database, we use 1333 images
from the first 150 subjects for training and 908 images
from the remaining subjects for testing. For both CAS-
PEAL and MultiPie databases, we only use the images with
yaw variations for pose estimation (0, +-15, +-30, and +-
45 degree). We also resize them to generate two sets of
images with different resolutions. For the first set, the face
region is about 30*30, while the face region is about 20*20
for the second set of images. The COFW database contains
“in-the-wild” facial images with significant facial occlusion.
There are 1345 images in the training set and 507 images in
the testing set. There are 29 facial landmark annotations for
each image. For this database, we use the model-based pose
estimation method (Eq. 7) to generate the head pose labels
based on the ground truth landmarks. The AFLW database
contains “in-the-wild” facial images with significant facial
occlusion as well as different light conditions. There are 1500
images in the training set and 500 images in the testing set
and 21 annotated facial landmarks for each image. In our

experiment, we normalize the image from both the COFW
and the AFLW so that the face region is about 30*30 pixels.

2) Model details: For the RBM, we use 600 hidden nodes
and the model is trained for 1000 epochs. During infer-
ence, 20 samples are generated for the KL-divergence based
method. For the gradient based method, we use learning rate
as 2.5 ∗ 10−5. We will stop the gradient ascent iteration
if the pose parameters do not change in two consecutive
iteration. We calculate the mean absolute difference between
the estimated pose and the ground truth pose to evaluate the
pose estimation accuracy.

B. Low-resolution image

1) CAS-PEAL face database: We first perform experi-
ments on the CAS-PEAL face database [9]. Some sample
images can be found in Fig. 6 (a)(b). There are two sets of
baseline methods. The first set of baseline methods follow the
model-based approaches, which first perform facial landmark
detection, followed by the model-based pose estimation.
We used two state-of-the-art algorithms for facial landmark
detection, including the Supervised Descent Method (SDM)
[41], which is a general cascade regression model and
the TCDCN method [44], which is a CNN and multi-task
learning based method. Given the detected facial landmarks,
we used the weak perspective projection and deformable
model for head pose estimation by minimizing the projec-
tion errors (Eq. 7). The second set of baseline method is
the learning-based method. In particular, we use the same
Restricted Boltzmann Machine model to directly learn the
joint distribution for the yaw pose angle and the image
appearance and infer the pose directly for pose estimation.
For the proposed method, we can combine the RBM with
the KL-divergence based method and the gradient based
method. We denote them as RBM + KL, and RBM + GD,
respectively.

The overall experimental results on the CAS-PEAL face
database can be found in Tab. I. There are a few observations.
First, for the proposed methods, the gradient-based method is
better than the KL-divergence based method. Second, overall,
the proposed method with the combination of RBM and
gradient-based method achieves the best performance on both
images of 30*30 pixel and 20*20 pixel, especially for images
with 20*20 pixel.

The performances of the proposed method with the combi-
nation of RBM and gradient-based method (section III-C.2)
across different gradient ascent iterations are shown in Fig.
8. Here, we show the projection of the 3D landmark points
using the estimated pose parameters and the deformable
coefficients to the 2D image plane with Eq. 4 for better
visualization. As we can see, the gradient based method will
gradually find the good pose parameters to fit the testing
image. For the proposed method with the combination of
RBM and KL-divergence based method, we have shown
some intermediate shape samples in Fig. 5.

The detailed pose estimation results for different poses are
shown in Fig. 7. For pose with 0 degree, the landmark detec-
tion based methods, such as SDM and TCDCN are slightly



TABLE I
HEAD POSE ESTIMATION ACCURACY ON CAS-PEAL

methods 30* 30 20* 20
pitch yaw roll average pitch yaw roll average

SDM [41] + model 4.41 3.29 2.38 3.35 4.43 3.58 2.43 3.48
TCDCN [44] + model 4.73 4.45 3.61 4.25 5.83 5.49 3.67 4.99

Learning-based (RBM) - 3.51 - - - 3.18 - -

proposed (RBM+KL) 4.05 3.25 2.21 3.17 3.82 3.25 2.11 3.06
proposed (RBM+Gradient) 3.64 3.29 2.51 3.15 3.49 3.14 2.77 3.13

TABLE II
HEAD POSE ESTIMATION ACCURACY ON MULTIPIE

methods 30* 30 20* 20
pitch yaw roll average pitch yaw roll average

SDM [41] + model 5.92 3.68 2.16 4.02 6.47 4.68 2.21 4.53
TCDCN [44] + model 5.40 4.86 2.54 4.19 6.03 6.19 2.83 4.91

Learning-based (RBM) - 4.02 - - - 4.30 - -

proposed (RBM+ KL) 6.43 3.81 2.01 4.15 4.62 4.55 1.74 3.64
proposed (RBM+ Gradient) 4.26 4.33 2.38 4.01 3.91 4.29 2.17 3.46

(a) 30 * 30

(b) 20 * 20

Fig. 7. Comparison of head pose estimation errors on different yaw angles
of CAS-PEAL face database with low resolution images.

better than the proposed method. But, with the increase of the
pose angles, the proposed method outperforms the landmark
detection based methods.

2) MultiPie database: We also performed experiments on
the MultiPie database [12]. Some sample images can be
found in Fig. 6 (c)(d). The results can be found in Tab. II.
Overall, the performance of the proposed method is similar
to that on the CAS-PEAL face database. For all methods,
the performances on 20*20 images are generally worse than
that on 30*30 images. For the proposed method, the gradient
based method is always better than the Kl-divergence based
method. Compared to other baseline methods that combine

Fig. 8. Performance (projection of 3D points using the estimated pose
parameters onto image plane) of the RBM + Gradient based method across
different iterations on one sample image (30*30) from CAS-PEAL face
database [9]. The first image shows the initialization and the remaining
images show the consecutive results in gradient ascent iterations. The last
image show the final result after convergence.

landmark detection methods such as SDM and TCDCN and
model-based pose estimation, the proposed method achieves
better average errors. The proposed method is also better
than the learning-based method.

C. Image with facial occlusion

We further performed experiments (See Tab. III) on low-
resolution images with facial occlusion. In particular, we use
the CAS-PEAL face database and normalize images so that
the face region is about 30*30. In addition, we add random
patch with size 5*5 to cover part of the face.

Fig. 9. Images (30*30) with facial occlusion (5*5).

First, compared to the results on the same set without
occlusion as shown in Tab. I, the learning-based methods has
significant performance drop, while the proposed methods
only show minor performance drop. The result demonstrates



(a) (b)
Fig. 10. “In-the-wild” facial images with facial occlusions and different
light conditions from COFW and AFLW database .

that by incorporating the model into the learning framework,
the proposed method can better handle facial occlusion
compared to the data-driven learning method. Second, the
proposed method is better than the other baseline methods.

TABLE III
POSE ESTIMATION ACCURACY ON CAS-PEAL WITH OCCLUSION

methods pitch yaw roll average

SDM [41] + model 4.45 3.61 2.49 3.62
TCDCN [44] + model 5.36 5.81 3.71 4.96

Learning-based (RBM) - 5.12 - -

proposed (RBM+KL) 4.06 4.78 1.83 3.56
proposed (RBM+Gradient) 3.86 4.51 2.52 3.63

D. “In-the-wild” facial image

Finally, we perform experiments on “in-the-wild” facial
images from COFW and AFLW. Faces from COFW in-
clude self-occlusion and object-occlusion while faces from
AFLW focus more on different lighting conditions as well
as occlusions. All images are resized to 30*30 (Fig. 10).
The experimental results are shown in Tab. IV and Tab. V
respectively.
As we can see, the performances of all the methods drop no-
ticeably. In addition, since the COFW database only contain
29 points and the AFLW database with 21 annotated points
even contain less, with smaller number of points, the model-
based methods and the proposed methods would suffer more
than the learning based methods, that doesn’t include the
projection model. But, the proposed methods still can achieve
comparable results.

E. Contribution of model-based and learning-based methods

To further demonstrate the contribution of each step, we
perform two experiments on MultiPie and AFLW. Here, we
mainly explore the advantage of proposed RBM+KL method
without explicit landmark detection. For comparison, we also
include results from the Max-out method which provides the
most possible landmark locations to the projection model and
a baseline method that uses the ground truth landmark points

TABLE IV
POSE ESTIMATION ACCURACY ON COFW OCCLUSION

methods pitch yaw roll average

SDM + model 6.96 8.38 5.45 6.93
TCDCN [44] + model 7.78 6.77 5.19 6.58

Learning-based (RBM) 6.95 7.54 3.99 6.16

proposed (RBM+ KL) 7.23 6.86 5.61 6.56
proposed (RBM + Gradient) 6.89 6.84 5.16 6.30

TABLE V
POSE ESTIMATION ACCURACY ON AFLW WITH DIFFERENT LIGHT

CONDITION

methods pitch yaw roll average

SDM + model 11.15 8.66 3.44 7.75

proposed (RBM+ KL) 8.80 6.29 4.04 6.38
proposed (RBM + Gradient) 10.62 6.49 4.75 7.28

TABLE VI
CONTRIBUTION OF MODEL-BASED AND LEARNING-BASED METHODS

methods MultiPie AFLW
pitch yaw roll avg pitch yaw roll avg

Max-out 6.4 5.8 2.4 4.9 10.4 7.7 5.2 7.8
Baseline 5.8 3.4 2.3 3.8 6.6 4.6 1.7 4.3

RBM+ KL 6.4 3.8 2.0 4.2 4.8 6.3 4.0 6.4

to feed in the projection model. We first evaluate the land-
mark estimation accuracy of Max-out method. The landmark
estimation accuracy is calculated by comparing the detec-
tion landmark locations to the groundtruth facial landmark
locations normalized by inter-ocular distance. The results are
10.41% and 7.65% on MultiPie and AFLW respectively. To
evaluate the head pose accuracy, the mean absolute difference
between the estimated pose and the ground truth pose are
calculated. The experimental results are shown in Tab. VI.
As we can see from the result, the proposed method takes
advantage of uncertainty and improves the performance a lot
comparing to only trusting on exactly detected landmarks.
And, it can achieve acceptable performance comparing to
the baseline method which estimate head pose from ground
truth landmarks.

V. CONCLUSION

In conclusion, in this paper we proposed methods for head
pose estimation on low-quality images (e.g. low-resolution,
occlusion, and noisy images). Different from the existing
methods that either perform learning-based approaches or
model-based approaches, we combine learning and model
based methods. We learn the joint probabilistic distribution
of the facial image and facial shape, and use it in combina-
tion with a KL-divergence or a gradient based method for
pose estimation without explicit facial landmark detection.
The experiments on benchmark databases demonstrate the
effectiveness of the proposed methods on low-quality im-
ages including the low-resolution images, images with facial
occlusion, and “in-the-wild” images with facial occlusion. In
the future, we would exploit the other model to learn the joint
probabilistic distribution of facial shape and facial appear-
ance. In addition, we would further evaluate the proposed
method on other challenging conditions (e.g. illumination
variations).
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