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Abstract—This paper presents a new framework of recovering missing synchrophasor measurements (erasures). Leveraging the approximate low-rank property of phasor measurement unit (PMU) data, we connect the problem of recovering PMU data erasures with recent advances in low-rank matrix completion methods. Since the existing analysis for matrix completion methods assumes an independent-erasure model that does not capture the correlations in PMU erasures, we propose two models to characterize the temporal and the channel correlations in PMU erasures and provide theoretical guarantees of a matrix completion method in recovering correlated erasures in both models. We also propose an online algorithm that can fill in the missing PMU measurements for real-time applications. Numerical experiments on actual PMU data are conducted to verify the effectiveness of the proposed methods.

Index Terms—low rank, matrix completion, missing data, phasor measurement unit, event detection.

I. INTRODUCTION

PHASOR Measurement Units (PMUs) provide synchronized phasor measurements of remote points in the power system at a much faster sampling rate than that in the traditional Supervisory Control and Data Acquisition (SCADA) system. These synchrophasor measurements can improve the accuracy of offline applications such as post event analysis [3], [16] and system identification [19], [35], as well as real-time data-driven analytics such as state estimation [12], [14], [27], [28], [32], [34] and disturbance identification [8].

State estimation computes the system state based on the obtained measurements. The performance of the state estimator largely depends on the availability and the quality of the measurements. Data losses can happen in an unpredictable way during the communication between PMUs and the phasor data concentrator at the central operator. Losing measurements makes the system unobservable and degrades the performance of the state estimator. Therefore, it is important to develop methods that can recover missing measurements so as to enable the full functionality of the state estimator.

Because PMU measurements are sampled at synchronized time instants, and the measurements of nearby PMUs are correlated through the power system topology, the high dimensional PMU data exhibits a coherence property [8], [10], [15]. If measurements of multiple PMU channels are represented by a matrix with each row representing the measurements of one channel across time, then the matrix only contains a small number of significant singular values (i.e., approximately low-rank). The central idea of this paper is to recover the missing points by leveraging the low-rank property of the PMU data.

Low-rank matrix completion has been widely applied in collaborative filtering [1], computer vision [7], [31], remote sensing [30], and system identification [21]. It is demonstrated that all entries in an $n_1 \times n_2$ \((n = \max(n_1, n_2))\) matrix of rank $r$ \((r \ll n_1, n_2)\) can be efficiently recovered even if only $O(rn \log^2 n)$ randomly selected entries of the matrix are observed ([5], [6], [17], [29]). Missing data recovery can be achieved by solving a convex optimization problem [13]. Other matrix completion algorithms have been proposed and analyzed, such as singular value thresholding (SVT) [4], ADMiRa [20], singular value projection (SVP) [18], and information cascading matrix completion (ICMC) [23].

One key assumption of the existing theoretical analysis of matrix completion methods is that each erasure (missing entry) happens independently of others. The independent erasure model does not adequately describe the PMU data erasures, which usually exhibit temporal and spatial correlations. The theoretical analysis of matrix completion performance when the erasures are correlated is still an open problem.

The above low-rank matrix completion methods are block-processing methods, and the recovered measurements can be used for offline applications such as model validation and post-event analysis. Real-time applications such as state estimation and disturbance identification require the development of online data recovery methods that can fill in the missing points immediately after sampling. Methods for online subspace tracking with missing data (e.g.,[2], [8], [9], [22]) have been developed. They fill in the missing points by exploiting the low-dimensionality of the data and usually assume the dimensionality is known and fixed. The dimensionality of block PMU measurements, however, can change significantly when the system experiences a disturbance. Therefore, an online method for recovering missing PMU data should also track the dimensionality of the block PMU data.

$^1$We use the big O notation $g(n) \in O(f(n))$ if as $n$ goes to infinity, $g(n) \leq C \cdot f(n)$ eventually holds for some positive constant $C$. 
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Partial and preliminary results have appeared in [15].
The main contributions of this paper are threefold. (1) We connect missing PMU data recovery with the recent advance in low-rank matrix completion methods. We demonstrate the effectiveness of some matrix completion methods through numerical experiments on actual PMU data from the Central New York Power System. (2) The existing analysis of matrix completion methods is based on independent erasure model and does not apply to correlated erasures in PMU data. We demonstrate through theoretical analysis that even when the erasures are correlated, ICMC can recover the missing entries if \( O(n^{-\frac{2}{k+1}} \log^3 n) \) entries are observed. (3) We develop an online missing data recovery method that is adaptive to power system disturbances.

The rest of the paper is organized as follows. We demonstrate the low-rank property of PMU data and introduce matrix completion methods in Section II. We provide the theoretical guarantees of recovering correlated erasures in Section III. In Section IV, we propose an online algorithm for recovering missing PMU data. We also discuss the application of low-rank methods to PMU data compression. Section V records the numerical experiments, and Section VI concludes the paper.

II. LOW-RANK MATRIX COMPLETION

A. Low-rank property of PMU data

![Fig. 1. Six PMUs in the Central NY Power System](image)

The PMU data used here are from six multi-channel PMUs deployed in the Central New York (NY) Power System (Fig. 1). Each PMU measures the voltage phasor at the corresponding bus and the current phasors on its incident lines at a rate of thirty samples per second. The six PMUs measure thirty-seven voltage and current phasors in total.

![Fig. 2. Current magnitudes of PMU data (9 current phasors out of 37 phasors)](image)

Fig. 2 shows the current magnitudes of PMU measurements. A disturbance occurs around \( t = 2.5 \) s. Let the complex matrix \( M \in \mathbb{C}^{600 \times 37} \) contain the PMU data in 20 seconds (30 samples/second). Each column corresponds to a sequence of measurements of one PMU channel such as a voltage or current phasor. Phasors are represented by complex numbers in rectangular form. Each row corresponds to the PMU measurements at the same sampling instant. Fig. 3 shows the singular values of \( M \). The largest ten singular values are 894.5942, 36.8319, 20.7160, 8.3400, 3.0771, 2.4758, 1.9705, 1.3543, 0.5930 and 0.2470. We can approximate \( M \) with a rank-eight matrix with a negligible error. The low-dimensionality of PMU measurements has also been observed in [8], [10], [15].

B. Low-rank matrix completion

A low-rank matrix completion problem aims to identify a low-rank matrix \( M \in \mathbb{C}^{n_1 \times n_2} \) from its partially observed entries. One approach is to solve a convex program [13]

\[
\min_{X \in \mathbb{C}^{n_1 \times n_2}} \left\| X \right\|_* \quad \text{s.t.} \quad P_{\Omega}(X) = P_{\Omega}(M),
\]

(1)

where the nuclear norm \( \left\| X \right\|_* \) is the sum of the singular values of \( X \), \( \Omega \) is the set of the locations \((i, j)\) of the observed entries, and \( P_{\Omega} : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n} \) denotes the projection of a matrix onto the pairs of indices in \( \Omega \):

\[
[P_{\Omega}(X)]_{ij} = \begin{cases} X_{ij}, & (i, j) \in \Omega \\ 0, & \text{otherwise}. \end{cases}
\]

The solution to (1) is the original matrix \( M \) under certain conditions ([5], [6], [17], [29]).

Singualr value thresholding (SVT) [4] is an algorithm that approximately solves (1) by solving a modified version

\[
\min_{X \in \mathbb{C}^{n_1 \times n_2}} \lambda \left\| X \right\|_* + \frac{1}{2} \left\| X \right\|_F^2 \quad \text{s.t.} \quad P_{\Omega}(X) = P_{\Omega}(M),
\]

(2)

where \( \left\| \cdot \right\|_F \) is the Frobenius norm, and \( \lambda \) is a fixed parameter.

Another matrix completion method, called Information Cascading Matrix Completion (ICMC) [23], solves for \( X \in \mathbb{C}^{n_1 \times r} \) and \( Y \in \mathbb{C}^{n_2 \times r} \) (the rank \( r \) of \( M \) is given) such that

\[
P_{\Omega}(XY^T) = P_{\Omega}(M),
\]

(3)

and uses \( XY^T \) as an estimate of \( M \). \( M \) is assumed to be non-degenerate, i.e., any \( r \) rows of \( X \) or \( Y \) are linearly independent.

ICMC assumes that any \( r \) rows of \( X \) or \( Y \) are linearly independent and progressively determines the entries of \( X \) and \( Y \). Construct a bipartite graph with left vertices \( U = \{ \mu_1, \ldots, \mu_{n_2} \} \) and right vertices \( V = \{ \nu_1, \ldots, \nu_{n_2} \} \). There is an edge between \( \mu_i \) and \( \nu_j \) if and only if the matrix entry \( M_{ij} \) is observed. A vertex \( \mu_i \) in \( U \) (or \( \nu_j \) in \( V \)) is called “infected” if the \( i \)th row of \( X \) (or the \( j \)th row of \( Y \)) is determined. \( L \subseteq U \) and \( R \subseteq V \) are defined as the sets of infected vertices.
At initialization, ICMC chooses a set of $r$ rows of $X$ (or $Y$) and fix them to be an $r \times r$ identity matrix $I_r$. The corresponding vertices are marked as infected. ICMC then repeats the following two steps in each iteration:

1. For every uninfected $\nu_j$ in $V$, if $\nu_j$ is connected to at least $r$ vertices in $L$, compute the $j$th row of $Y$ by solving $r$ linearly independent equations. Mark $\nu_j$ as infected and add it to $R$.
2. For every uninfected $\mu_i$ in $U$, if $\mu_i$ is connected to at least $r$ vertices in $R$, compute the $i$th row of $X$ by solving $r$ linearly independent equations. Mark $\mu_i$ as infected and add it to $L$.

ICMC fully determines $X$ and $Y$ if $L = U$ and $R = V$ in the end, or it declares recovery failure otherwise.

III. MATRIX COMPLETION WITH CORRELATED ERASURES

We divide PMU data into blocks and recover missing data in each block using low-rank matrix completion methods. Existing analysis of matrix completion methods assumes that erasures are independent of each other. Here we propose two models to characterize the correlations in PMU data erasures and analyze the performance of ICMC in recovering correlated erasures. We discuss the two models separately to simplify the analysis. Note that these models are used for performance analysis and not required by ICMC for data recovery.

Let $M \in \mathbb{C}^{n_1 \times n_2}$ denote the data matrix with each column representing consecutive measurements of one PMU channel. Since measurements are usually noisy, $M$ is non-degenerate (verified in our simulation as well) as required by ICMC. Define $n = \max(n_1, n_2)$ and $\rho = \min(n_1, n_2)/n$. We assume $\rho$ is a constant in $(0, 1]$. Let $r$ denote the rank of $M$, and we assume $r$ is much less than $n$.

A. Temporal correlation in missing PMU data

We model the temporal correlation among the erasures as follows. For each entry in the $j$th column of $M$, $\tau_j$ consecutive measurements starting from this entry are erased with probability $1 - p_j$, for some integer $\tau_j \geq 1$ and constant $p_j \in [0, 1]$. Thus, each entry in the $j$th column (except the first $\tau_j - 1$ entries) is observed with probability $p_j^{\tau_j}$. Note that the erasure of each entry depends on the erasure of its previous $\tau_j - 1$ samples. When $\tau_j = 1$ for all $j$, this model reduces to the case that erasures are independent.

We apply the ICMC algorithm to recover $M$ starting from a set $R_0$ with $|R_0| = r$ such that $R_0$ contains the highest-weight vertices in $V$. Define $p = \min_j p_j$ and $\tau = \max_j \tau_j$. We have

**Theorem 1.** For every positive $\gamma$, there exists a positive constant $c(\gamma)$ such that if

\[ p \geq \left( \frac{c(\gamma) \tau \rho \log n}{n} \right)^{2(r+1)} \]

holds, then ICMC correctly recovers $M$ with probability at least $1 - n^{-\gamma}$.

**Proof:** The proof uses the same idea of the proof of Theorem 4.1 in [23] with some modifications to address the correlations in erasures. Fix an uninfected $v$ in $V$. For each $t$ in $U$, define $I_t$ as the indicator function that is 1 if $t$ is connected to all vertices in $R_0$ and $v$. Note that $u$ will be infected after two steps by ICMC starting from $R_0$ if $\sum_{t \in U} I_t \geq r$.

Pick a set $U' = \{\mu_1, \mu_2, ..., \mu_{|U'|}\} \subseteq U$. Although $I_{tv}$’s $(t \in U')$ are dependent random variables, $I_{tv}$’s for $t \in U'$ are independent variables taking values in $\{0, 1\}$, and

\[ \Pr(I_{tv} = 1) = \prod_{j \in R_0 \cup \{v\}} p_j^{\tau_j} \geq p^r(r+1). \]

Then we have

\[ E[\sum_{t \in U'} I_{tv}] = \sum_{t \in U'} \Pr(I_{tv} = 1) \geq \frac{n_1 p^{r(r+1)}}{r} \geq c(\gamma) \rho \log n, \]

where the second inequality follows from (4). Then from the Chernoff bound [24],

\[ \Pr(\sum_{t \in U'} \sum I_{tv} < (1 - \delta) E[\sum I_{tv}]) \leq \exp(-\delta^2 E[\sum I_{tv}]/2) \leq \exp(-c(\gamma) \delta^2 \rho \log n/2). \]

For any given $\gamma$, we pick constant $c(\gamma)$ and $\delta \in (0, 1)$ such that $(1 - \delta)c(\gamma)\rho > 1$ and $c(\gamma)\delta^2 \rho / 2 \geq \gamma + 2$. Then we have

\[ \Pr(\sum_{t \in U'} \sum I_{tv}) \geq (1 - \delta)c(\gamma) \rho \log n \geq r \]

and

\[ c(\gamma) \delta^2 \rho / 2 \geq \gamma + 2 \]

Combining (5)-(7), we have

\[ \Pr(\sum_{t \in U} I_{tv} < r) \leq \Pr(\sum_{t \in U'} I_{tv} < r) \leq e^{-(\gamma + 2) \log n} \leq \frac{1}{2n^{\gamma + 1}}, \]

where the first inequality holds since $I_{tv}$’s are nonnegative random variables. By taking a union bound over all $v \notin R_0$, we obtain with probability at least $1 - \frac{1}{2n}$, that all vertices in $V$ will be infected after two steps.

After $V$ is infected, a vertex $t$ in $U$ will be infected in the following step if the number of edges incident to $t$, denoted by $S_t$, is at least $r$. $S_t$ is a sum of $n_2$ independent r.v.’s $S_{ij}$ taking values in $\{0, 1\}$ where $\Pr(S_{ij} = 1) = p_j^{\tau_j}$. Thus,

\[ \Pr(S_t < r) < \Pr(S_t < (1 - \delta) E[S_t]) \leq \exp(-\delta^2 n_2 p_t^\tau / 2) \leq \exp(- (\gamma + 2) \log n) \leq \frac{1}{2n^{\gamma + 1}}, \]

where the first and the third inequalities follow from our choice $\delta$ and $c(\gamma)$, and the second inequality follows from the Chernoff bound. By taking a union bound over all $t \in U$, we conclude that with probability at least $1 - \frac{1}{2n}$, ICMC will infect all the vertices in $U$ and $V$.

**Theorem 1** indicates that if the temporal correlation of the erasures satisfies certain condition, ICMC can correctly recover all the missing entries in $M$. The expected number of obtained PMU measurements is $C n^2 \sqrt{\tau} \rho \log n \sqrt{\tau}$ for some constant $C$. If $\tau$ and $\rho$ are constants, and $n$ is sufficiently large, the required number of samples is much less than the matrix dimension $n_1 n_2$.

3Strictly speaking, $M$ is only approximately low-rank and can be viewed as the summation of a low-rank matrix plus noise. We assume $M$ is strictly low-rank for notational simplicity, and the results can be extended to approximate low-rank matrices with simple modifications.

3We drop $\lfloor \cdot \rfloor$ in later part for notational simplicity.

4Although theoretical results require a large $n$, we obtain good practical recovery performance as long as $n$ is not too small, see Section V.
When the erasures are independent of each other, \( O(nr \log^2 n) \) measurements are sufficient to recover the remaining missing entries (e.g., [5], [17]). Although our bound of the required number of observations is larger than the existing bound when the erasures are independent, this is the first theoretical guarantee of low-rank matrix completion methods for correlated erasures to the best of our knowledge.

**B. Channel correlations in missing PMU data**

Let \( M \in \mathbb{C}^{n_1 \times n_2} \) contain the data of \( S \) multi-channel PMUs and \( d_i \) denote the number of measurement channels of PMU \( i \). The first \( d_1 \) columns of \( M \) correspond to PMU \( 1 \), and the last \( d_2 \) columns correspond to PMU \( S \). We assume \( d_{\max} = \max_i d_i \) is a constant.

We model the channel correlation among the erasures as follows. At each sampling instant, all \( d_i \) measurements of PMU \( i \) are erased simultaneously with probability \( 1 - q_i \), for some \( q_i \in [0, 1] \). If simultaneous erasure does not happen, the measurement of the \( j \)th channel is erased independently with probability \( 1 - p_{ij} \). We assume \( p_{i1} \geq p_{i2} \geq p_{id} \), without loss of generality. Thus, at each sampling instant, the measurement from the \( j \)th channel of PMU \( i \) is observed with probability \( p_{ij} q_i \), and the erasures in the same PMU are correlated.

We apply ICMC to recover \( M \) starting from a set \( L_0 \subseteq U \) with \( |L_0| = r \) that contains the highest-weight vertices in \( U \).

**Theorem 2.** For every \( \gamma > 0 \), there exists a constant \( c(\gamma) \) such that both

\[
\tag{8}
 p_{i1} q_i \geq \frac{c(\gamma) d_{\max} r \log n}{n}, \quad \forall i,
\]

and

\[
\tag{9}
 p_{ij} q_i \geq \frac{c(\gamma) r \log n}{n}, \quad \forall i, j,
\]

hold, then ICMC correctly recovers \( M \) with probability at least \( 1 - n^{-\gamma} \).

**Proof:** Since the arguments are similar to the proof of Theorem 1, we skip the details. Fix \( t \in U \) such that \( t \notin L_0 \). For each \( v \in V \), define \( \tilde{I}_t \) as the indicator function that is 1 if \( v \) is connected to all vertices in \( L_0 \) and \( t \). Then \( t \) will be injected after two steps starting from \( L_0 \) if \( \sum_{v \in V} \tilde{I}_t \geq r \).

Pick the set \( V' = \{v_1, v_{d_1+1}, v_{d_1+d_2+1}, \ldots, v_{\sum_{i=1}^s d_i+1} \} \subseteq V \). Although \( \tilde{I}_t \)'s \( v \in V \) are dependent random variables, \( \tilde{I}_t \)'s for \( t \in V' \) are independent variables taking values in \( \{0, 1\} \). From (8) and the Chernoff bound, one can derive that

\[ \Pr(\sum_{v \in V'} \tilde{I}_t < r) \leq \frac{1}{2n^{\gamma+1}}. \]

Then from the union bound, \( U \) will be injected after two steps with probability at least \( 1 - \frac{1}{2n^{\gamma+1}} \).

From (9) and the Chernoff bound, with probability at least \( 1 - \frac{1}{2n^{\gamma+1}} \), each fixed column of \( M \) has at least \( r \) observations. Then with probability at least \( 1 - \frac{1}{2n^{\gamma+1}} \), \( V \) will be infected in the following step after \( U \) is infected.

Theorem 2 indicates that when the erasures have channel correlations, ICMC can recover the missing entries if \( Cn^{2 - \frac{1}{\gamma}} (r \log n)^{1/\gamma} \) entries are observed for some constant \( C \). In the special case that \( p_{ij} = p \) and \( q_j = q \) for all \( i \) and \( j \), when we fix the expected number of observations (by fixing \( pq \)) but vary the channel correlation (by changing \( q \)), the recovery performance changes with channel correlation even though the number of observations is the same (see Section V). Theorem 2 does not capture this dependence since it considers the worst-case channel correlation.

**IV. Online Method for PMU Erasure Estimation and Event Detection**

We have discussed the theoretical guarantee of matrix completion methods on recovering correlated erasures in Section III. The recovered measurements could be used for offline applications like system identification and past event analysis. We then propose an online algorithm for PMU data processing (OLAP) that can fill in the missing data for real-time applications like state estimation and disturbance detection.

Low-dimensional structures exist in the high-dimensional datasets of other applications such as image and video processing, Internet traffic monitoring, etc. Some methods have been developed to track the low-dimensional structure with incomplete data. Examples include Grassmannian Rank-One Update Subspace Estimation (GROUPSE) [2], Parallel Estimation and Tracking by Recursive Least Squares (PETRELS) [9] when the low-dimensional is represented by a linear subspace, as well as Multiscale Online Union of Subsets Estimation (MOUSSE) [33] when the low-dimensional structure is represented by a union of subspaces. These methods assume the dimension of the subspace is known and fixed, since the low-dimensional structure is slow-varying in the aforementioned applications. The PMU measurements, however, might change significantly at the onset of a disturbance. OLAP is built upon the recent art in subspace tracking and has an additional component that can track the dimensionality of the PMU data.

OLAP continuously updates the dominant singular values and singular vectors of a matrix that contains PMU measurements in the past \( w \) sampling instants. At the new sampling instant, OLAP fills in the missing points based on the stored singular vectors. It also declares a disturbance if the proposed event indicator becomes larger than a pre-specified threshold.

We maintain a matrix \( M_w \in \mathbb{C}^{w \times n_2} \) that contains the PMU measurements in the past \( w \) instants. We compute the singular value decomposition (SVD) of \( M_w^T \):

\[ M_w^T = U \Sigma V^T, \]

where \( U \in \mathbb{C}^{n_2 \times n_2} \) and \( V \in \mathbb{C}^{w \times w} \) are unitary matrices, \( V^T \) is the complex conjugate of \( V \), and \( \Sigma \in \mathbb{R}^{n_2 \times n_2} \) has singular values on its diagonal. We fix constant \( \gamma_{\text{err}} \in [0, 1] \) as the threshold of the relative approximation error. Let \( U^\dagger \) and \( V^\dagger \) denote \( r \) dominant left and right singular vectors. \( \Sigma^\dagger \) represents the diagonal matrix with \( r \) dominant singular values. We pick the smallest integer \( r \) such that

\[ \|M_w^T - U^\dagger \Sigma^\dagger (V^\dagger)^\dagger\|_2 / \|M_w^T\|_2 \leq \gamma_{\text{err}} \]

holds, and we use this integer as the approximate rank of \( M_w \). This process is summarized in Subroutine 1.

Let \( \beta \in \mathbb{C}^{n_2 \times 1} \) denote the new measurements (including erasures) obtained at the current sampling instant. Let \( \Psi \)
denote the support set of the observed entries, and let $\Psi^c$ denote the set of erasures. Let $U^c_\varphi$ and $\beta_\varphi$ be the submatrices of $U^r$ and $\beta$ with row indices in $\Psi$. We compute
\[
\nu^* = \arg \min_{\nu \in C^{n \times 1}} \|U^c_\varphi \nu - \beta_\varphi\|_2,
\]
and use $U^c_\varphi, \nu^*$ as the estimate of the missing data points. We update the matrix $M_w$ by dropping the oldest data row and adding the new data row $\beta^T$ and repeat the process.

We define coefficient $\eta_t := \sigma_2/\sigma_1$, where $\sigma_1$ and $\sigma_2$ are the largest and second largest singular values of $M_w$ at instant $t$, respectively. OLAP computes $\eta_t$ at each instant and keeps each $\eta_t$ for the past $\bar{\omega}$ instants. It then computes the average relative change of $\eta_t$ from time $t$ to time $k$, i.e.,
\[
\zeta_{t,k} := \frac{\eta_t - \eta_k}{\eta_k(t - k)}.
\]
OLAP declares disturbance at instant $t$ if $\zeta_{t,k}$ becomes larger than a pre-determined threshold $\theta$ for some $k \in [t - \bar{\omega}, t)$. Note that $\theta$ represents the relative change of $\eta$ and takes the value from 0 to 100%. OLAP is summarized in Algorithm 2.

**Algorithm 2** Online algorithm for PMU data processing

**Input:** Approximate rank $r$ and $U^r$ obtained from the initial data, threshold coefficients $\gamma_{err}$ and $\theta$ in $[0, 1]$.

1. For $t = 1, 2, 3, \ldots, do$
2. Receive new data $\beta \in C^{n \times 1}$ with erasures.
3. Compute $\nu^* = \arg \min_{\nu} \|U^c_\varphi \nu - \beta_\varphi\|_2$.
4. Fill in the missing entries of $\beta$ with $U^c_\varphi. \nu^*$.
5. Update $M_w$ by dropping the oldest row and adding $\beta^T$.
6. Compute SVD $M_w^k = U\Sigma V^T$ and coefficient $\eta_t = \frac{\sigma_2}{\sigma_1}$.
7. Compute $U^r = \text{AppRank}(U, \Sigma, V, \gamma_{err})$.
8. If $\max_{1 \leq k < t} \zeta_{t,k} > \theta$ and no event is declare yet then
   - Declare that an abnormal event happens.
9. **end if**
10. **end for**

We present the numerical experiments on four PMU datasets from the Central New York (NY) Power System (Fig. 1). The current magnitudes of these 20-second PMU datasets are shown in Fig. 4. The disturbances are caused by generator trips. We first compare the performance of SVT and ICMC in Section V-A. We then test OLAP and compare it with SVT and ICMC in Section V-B. We also evaluate the data compression performance in Section V-C. The recovery performance is measured by the relative recovery error $\|M - M_{rec}\|_F/\|M\|_F$, where matrix $M$ represents the actual PMU data, and $M_{rec}$ represents the recovered data. The average erasure rate $p_{avg}$ is the percentage of missing entries. We remark that when $p_{avg}$ is high, ICMC sometimes cannot converge and would declare recovery failure. In these cases, we simply use a zero matrix as an estimate of the original matrix, and the resulting relative recovery error is one.

**A. Filling in temporal-correlated and channel-correlated erasures by SVT and ICMC**

We delete some PMU measurements based on the correlated erasure models introduced in Section III. For temporal-correlated erasures, we fix $p_{avg}$ and vary $\tau$. The temporal correlation increases when $\tau$ increases. For spatial-correlated erasures, we fix $p_{avg}$ and vary $q$. When $q$ decreases, the channel correlation increases. In the recovery algorithms, the parameter $\lambda$ is set to be $8(\sqrt{n_1 n_2})$ in SVT where $n_1 \times n_2$ is the dimension of the data matrix. The rank parameter $r$ is set to be 8 in ICMC. All results are averaged over 100 runs.

We use the first 5-second PMU data and 1-second of PMU data ($t = 2 \sim 3$ s) in dataset #1 for temporal and channel correlations respectively. Figs. 5 and 6 show the relative recovery error of SVT and ICMC for temporally correlated erasures. The recovery performance of SVT is generally better than ICMC. The recovery error of ICMC, however, decreases when the temporal correlation of the erasures increases, ICMC can recover about 35% of erasures with high temporal correlation.

Figs. 7 and 8 show the recovery performance of the SVT and ICMC for spatially correlated erasures. Note that $p_{avg}$ cannot be smaller than 1 $- q$. The recovery error of SVT increases when the channel correlation increases, while the recovery performance of ICMC has the opposite trend. On a computer with 3.4 GHz Intel Core i7, the average run time of SVT is 0.9 second, while ICMC only needs 0.09 second.

We next run ICMC on four datasets for temporal correlations. We use the first 5-second of four PMU datasets and fix $\tau = 5$. We apply an interpolation method as a benchmark, which estimates the consecutive erasures with the same value by averaging the two nearest observed data in that channel. Table I shows the recovery performance of ICMC for temporal-correlated erasures. The recovery performance of
ICMC is generally better than the interpolation method when $p_{\text{avg}}$ is below 0.4. We also compare ICMC and SVT on dataset #1 with the interpolation method for channel correlations. We use 1-second PMU data ($t = 2 \sim 3$ s) in dataset #1 and fix $q = 0.95$. From Table II, we can see that ICMC achieves the best performance among the three algorithms when $p_{\text{avg}}$ is below 0.20. SVT performances better than the interpolation method when $p_{\text{avg}}$ is below 0.55.

**B. Recovery of uniformly random erasures and event detection by OLAP algorithm**

We use 20-second actual PMU data to evaluate the performance of OLAP algorithm. The window size $w$ is set to be 30 samples. The relative approximation error threshold $\gamma_{\text{err}}$ is set to be 1%. Note that the performance of OLAP depends on the choice of parameters. We do not attempt to optimize the parameters, here. We assume that there is no erasure in the first second. Fig. 9 shows the estimates of the erasures made by the SVT, ICMC and OLAP algorithms for the current magnitudes of PMU dataset #1 ($t = 2 \sim 5$ s) when $p_{\text{avg}} = 0.25$. Table III shows the recovery performance of OLAP on four 20-second datasets with $p_{\text{avg}}$ ranging from 0.05 to 0.40. The average run time of OLAP is 0.42 millisecond in each sampling instant on the same computer. Each result is averaged over 100 runs. We can see that OLAP still has good recovery performance in the presence of disturbances.

We set $\bar{w}$ and $\theta$ to be 5 (samples) and 20% respectively for event detection. We consider the situation when $p_{\text{avg}}$ equals 0.15. Fig. 10 shows the coefficient $\eta$ along the process of OLAP for dataset #1. When the abnormal event happens, the value of $\eta$ increases. Table IV shows the starting time of the abnormal event identified by OLAP for four PMU datasets. Notice that dataset #3 only contains ambient data, so no abnormal event is detected. Fig. 4 records the starting time determined by OLAP for four datasets. We can see that OLAP algorithm achieves good detection performance for the abnormal event.

We compare the performance of SVT, ICMC and OLAP on 1-second PMU data ($t = 1 \sim 2$ s in dataset #1). In ICMC, $r$ is set to be 8. In OLAP $\gamma_{\text{err}}$ is 1%, and window size $w$ is 30 (samples). Fig. 11 shows the relative recovery error of the SVT, ICMC and OLAP algorithms. SVT and ICMC perform slightly better than OLAP. This is not surprising since the former two are offline methods while OLAP is an online algorithm which does not use future data.

**C. Data compression of PMU data by SVD-based method**

We evaluate the compression ratio by the SVD-based compression method. We divide the 20-second data into twenty segments and apply Subroutine 1 to determine the approximate rank of each sub-matrix. The relative approximation error threshold $\gamma_{\text{err}}$ is set to be 1%. Then only the dominant singular values and the corresponding singular vectors are stored.
12 shows the compression ratio of twenty sub-matrices for four datasets. The compression ratio for ambient data is 6%. Even during the disturbances in dataset #1 and #4, the compression ratio is still about 30%.

VI. CONCLUSION AND DISCUSSIONS

We formulate the missing data recovery problem into a low-rank matrix completion problem and demonstrate the effectiveness of matrix-completion methods on recovering missing PMU measurements. We propose two models to characterize the correlations in PMU data erasures and provide the theoretical guarantee for the recovery of correlated erasures. We also propose an online missing data recovery method that can be easily extended to data compression and event detection.

Our theoretical bound of the required number of samples to recover a low-rank matrix when the erasures are correlated is higher than the existing bound under the independent erasure model. One interesting direction for future work is to improve the bound for correlated erasures. We have not considered bad data in this paper. We are currently developing methods that can identify and correct the bad data in PMU measurements.

TABLE I

<table>
<thead>
<tr>
<th>$p_{avg}$</th>
<th>Dataset #1</th>
<th>Dataset #2</th>
<th>Dataset #3</th>
<th>Dataset #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.0056 (0.0108)</td>
<td>0.0006</td>
<td>0.0003</td>
<td>0.0046</td>
</tr>
<tr>
<td>0.10</td>
<td>0.0061 (0.0174)</td>
<td>0.0006</td>
<td>0.0003</td>
<td>0.0048</td>
</tr>
<tr>
<td>0.15</td>
<td>0.0073 (0.0267)</td>
<td>0.0007</td>
<td>0.0004</td>
<td>0.0016</td>
</tr>
<tr>
<td>0.20</td>
<td>0.0074 (0.0286)</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0038</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0077 (0.0377)</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0158</td>
</tr>
<tr>
<td>0.30</td>
<td>0.0079 (0.0440)</td>
<td>0.0009</td>
<td>0.0005</td>
<td>0.0167</td>
</tr>
<tr>
<td>0.35</td>
<td>0.0084 (0.0531)</td>
<td>0.1005</td>
<td>0.0005</td>
<td>0.3109</td>
</tr>
<tr>
<td>0.40</td>
<td>0.3023 (0.0613)</td>
<td>0.1009</td>
<td>0.0009</td>
<td>0.8604</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>$p_{avg}$</th>
<th>ICMC</th>
<th>SVT</th>
<th>Interpolation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.0033</td>
<td>0.0041</td>
<td>0.0114</td>
</tr>
<tr>
<td>0.10</td>
<td>0.0079</td>
<td>0.0085</td>
<td>0.0218</td>
</tr>
<tr>
<td>0.15</td>
<td>0.0098</td>
<td>0.0110</td>
<td>0.0300</td>
</tr>
<tr>
<td>0.20</td>
<td>0.0193</td>
<td>0.0127</td>
<td>0.0398</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0315</td>
<td>0.0160</td>
<td>0.0474</td>
</tr>
<tr>
<td>0.30</td>
<td>0.1577</td>
<td>0.0240</td>
<td>0.0562</td>
</tr>
<tr>
<td>0.35</td>
<td>0.6650</td>
<td>0.0253</td>
<td>0.0680</td>
</tr>
<tr>
<td>0.40</td>
<td>0.9939</td>
<td>0.0383</td>
<td>0.0805</td>
</tr>
<tr>
<td>0.45</td>
<td>0.9956</td>
<td>0.0608</td>
<td>0.0902</td>
</tr>
<tr>
<td>0.50</td>
<td>0.9977</td>
<td>0.0971</td>
<td>0.1058</td>
</tr>
<tr>
<td>0.55</td>
<td>0.9984</td>
<td>0.1335</td>
<td>0.1143</td>
</tr>
<tr>
<td>0.60</td>
<td>0.9985</td>
<td>0.1845</td>
<td>0.1326</td>
</tr>
<tr>
<td>0.65</td>
<td>1.0000</td>
<td>0.2278</td>
<td>0.1521</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>$p_{avg}$</th>
<th>Dataset #1</th>
<th>Dataset #2</th>
<th>Dataset #3</th>
<th>Dataset #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.0084</td>
<td>0.0028</td>
<td>0.0006</td>
<td>0.0186</td>
</tr>
<tr>
<td>0.10</td>
<td>0.0089</td>
<td>0.0039</td>
<td>0.0009</td>
<td>0.0235</td>
</tr>
<tr>
<td>0.15</td>
<td>0.0119</td>
<td>0.0053</td>
<td>0.0011</td>
<td>0.0442</td>
</tr>
<tr>
<td>0.20</td>
<td>0.0145</td>
<td>0.0060</td>
<td>0.0013</td>
<td>0.0494</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0153</td>
<td>0.0066</td>
<td>0.0014</td>
<td>0.0726</td>
</tr>
<tr>
<td>0.30</td>
<td>0.0191</td>
<td>0.0075</td>
<td>0.0017</td>
<td>0.0779</td>
</tr>
<tr>
<td>0.35</td>
<td>0.0204</td>
<td>0.0082</td>
<td>0.0018</td>
<td>0.1137</td>
</tr>
<tr>
<td>0.40</td>
<td>0.0227</td>
<td>0.0091</td>
<td>0.0019</td>
<td>0.1189</td>
</tr>
</tbody>
</table>

TABLE IV

<table>
<thead>
<tr>
<th>Time</th>
<th>Dataset #1</th>
<th>Dataset #2</th>
<th>Dataset #3</th>
<th>Dataset #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>2.3s</td>
<td>3.2s</td>
<td>No disturbance</td>
<td>2.6s</td>
</tr>
</tbody>
</table>
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