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Abstract—Fluorescence diffuse optical tomography (FDOT) is an emerging molecular imaging modality that uses near infrared light to excite the fluorophore injected into tissue, and to reconstruct the fluorophore concentration from boundary measurements. The FDOT image reconstruction is a highly ill-posed inverse problem due to a large number of unknowns and limited number of measurements. However, the fluorophore distribution is often very sparse in the imaging domain since fluorophores are typically designed to accumulate in relatively small regions.

In this paper, we use compressive sensing (CS) framework to design light illumination and detection patterns to improve the reconstruction of sparse fluorophore concentration. Unlike the conventional FDOT imaging where spatially distributed light sources illuminate the imaging domain one at a time and the corresponding boundary measurements are used for image reconstruction, we assume that the light sources illuminate the imaging domain simultaneously several times and the corresponding boundary measurements are linearly filtered prior to image reconstruction. We design a set of optical intensities (illumination patterns) and a linear filter (detection pattern) applied to the boundary measurements to improve the reconstruction of sparse fluorophore concentration maps. We show that the FDOT sensing matrix can be expressed as a columnwise Kronecker product of two matrices determined by the excitation and emission light fields. We derive relationships between the incoherence of the FDOT forward matrix and these two matrices and use these results to reduce the incoherence of the FDOT forward matrix. We present extensive numerical simulation and the results of a real phantom experiment to demonstrate the improvements in image reconstruction due to CS-based light illumination and detection patterns in conjunction with relaxation and greedy-type reconstruction algorithms.

I. INTRODUCTION

Fluorescence diffuse optical tomography (FDOT) is an imaging modality that uses near infrared (NIR) light to measure the 3D fluorophore activity inside biological tissue [1]–[6]. FDOT is minimally invasive, relatively inexpensive and portable imaging modality. Furthermore, it provides information that is not available in conventional imaging modalities [1], [2].

The inverse problem in FDOT involves reconstruction of the three-dimensional (3D) fluorophore distribution inside the imaging domain using the boundary measurements obtained at the emission and excitation wavelengths [3], [4], [6]. The FDOT inverse problem is highly ill-posed since the number of measurements available is typically much smaller than the number of unknowns [7], [8].

Most optical fluorophore are “targeted probes”, in that, they are designed to accumulate in relatively small, specific regions in tissue such as tumors. As a result, the fluorophore distribution in the imaging domain is often very sparse. Compressive sensing (CS) theory provides exact recovery of sparse signals from a small number of measurements under certain conditions. These conditions are given in terms of the incoherence of the sensing matrix that maps the unknown signal of interest to measurements [9]–[12]. In many applications, the forward matrix can be designed to improve the recovery of sparse signals [10]–[16].

In this paper, we design light illumination and detection patterns for FDOT based on the CS theory to improve the quality of reconstructed images.

A. Related Literature

In FDOT, the imaging domain is often illuminated sequentially by a number of point sources placed at the boundary of the imaging domain. However, recent work has demonstrated that the “structured illumination” can be useful in reducing the ill-posedness of the optical tomography inverse problem, and to improve the spatial resolution of the reconstructed images [17]–[23]. In [17], a method to design distribution of light intensities over a predetermined set of locations and modulation frequencies to maximize the detection of heterogeneities is presented. In [18], different illumination light patterns including line sources, Gaussian spots, and their combination are explored to reduce the ill-posedness of the FDOT problem. In [21] and [22], spatially modulated frequency diversity is explored to improve image reconstruction. In [23], the superiority of wide-field patterned light sources over point sources is demonstrated using phantom experiments. In [24], the measurements were optimized using the same method as in this paper, however with a different inverse problem formulation. Randomly located point light sources were used to maximize the rank of the forward matrix. Note that the concept of structured illumination is similar to the coded aperture imaging technique where predetermined temporal or spatial masks/patterns are used to encode the illumination sources to optimize imaging processes, including the ones in medical imaging [25], spectral imaging [26], and others [27].
Recently, CS theory has been applied to optical tomography [24], [28]–[32]. In [28]–[31], \(l_1\)-norm constraint regularization methods are used in FDOT and endogenous diffuse optical tomography (DOT) inverse problems. In [32], improvements in DOT image reconstruction is demonstrated in numerical simulations using a greedy-type algorithm and a small number of measurements. In [24], a non-iterative inversion method based on generalized MUSIC algorithm was introduced and improvements in DOT image reconstruction are shown in 3D numerical simulations. Although CS techniques have shown promising results in optical tomography, it has not been explored to design light illumination and detection patterns.

### B. Our Approach

In this paper, we design light illumination and detection patterns to improve the incoherence of the FDOT forward matrix, and hence, to improve the reconstruction of fluorophore concentration images. We assume that the endogenous diffusion and absorption coefficients are known.

Unlike the conventional FDOT imaging where point sources with constant intensity are time-multiplexed, i.e., turned on one at a time, we assume that multiple spatially distributed light sources illuminate the medium simultaneously and the corresponding boundary measurements are linearly filtered prior to image reconstruction. In general the FDOT image reconstruction is a nonlinear inverse problem. The non-linearity can be addressed by employing an iterative perturbation approach wherein the reconstruction of the fluorophore map perturbation becomes a linear problem at each iteration. In this paper, under the weak fluorophore assumption [4], we formulate the FDOT image reconstruction as a linear inverse problem.

In CS theory, accurate recovery of a sparse signal from an underdetermined linear system requires the underlying forward matrix to be incoherent. We show that the FDOT forward matrix can be expressed as a columnwise Kronecker product of two matrices. The first one is determined by the excitation light field which depends on the spatial configuration of light sources, their intensities, and the Green’s function of the endogenous background. The second matrix is determined by the emission light field which depends on the spatial configuration of the detectors and the Green’s function of the emission light field. The incoherence of the FDOT forward sensing matrix is related to the incoherence of these two underlying matrices. We design two preconditioners, which we refer to as optical and measurement masks, to reduce the coherence of these two matrices. The optical mask is an intensity matrix, with each of its rows being an intensity/illumination pattern applied to the point sources. The measurement masks is a linear filter applied to the measured data collected by the detectors in each illumination.

We present extensive numerical simulations and a real silicon phantom experiment to show that the application of optical and measurement masks reduces the coherence of the FDOT forward matrix. We use a number of sparse signal recovery techniques, including greedy type and convex relaxation algorithms to demonstrate the improvements in fluorophore reconstruction when optical and measurement masks are applied.

Our approach can be used to determine not only the optimal source intensities, but also the location of sources and detectors. Given a fluorophore designed to accumulate in certain regions and anatomical a priori information, optimal source detector locations and source intensities can be determined via numerical simulations assuming a large array of sources and detectors prior to the imaging process. This may eliminate unnecessary illumination, optimize imaging process and result in better image quality than the conventional FDOT imaging.

While our primary interest is in FDOT imaging, similar approach can be applied to other wave based imaging problems, such as DOT, electromagnetic and acoustic imaging.

### C. The Organization of the Paper

The rest of the paper is organized as follows: Section II presents the FDOT forward problem. Section III presents the FDOT inverse problem formulation as a sparse signal recovery problem and briefly reviews the CS theory from a perspective relevant to the subsequent discussion. In Section IV, we derive bounds on the incoherence of the FDOT forward matrix. In V, we present the design of the optical and measurement masks. In Sections VI and VII, we present the performance of our approach in 3D numerical simulations and in a real silicon phantom experiment. Finally, Section VIII concludes the paper.

### II. FDOT Imaging Problem

We use the following notational conventions throughout the paper. The bold symbol, bold italic lower-case letters, \(\mathbf{r}, \mathbf{y}\), etc. are used to denote vector variables, italic symbol or Roman letters are used to denote scalar variables. The calligraphic letters, \(A, B\), etc. are used to denote operators. The bold Roman upper-case letters are used to denote matrices, \(A, B\) etc. We use \(E_{x,m}\) as a shorthand notation for the quantity \(E\) at either excitation or emission wavelengths.

#### A. Light Propagation Model for FDOT

We model the excitation and emission light propagation in a bounded region \(\Omega \subset \mathbb{R}^3\) by the following coupled diffusion equations [3]:

\[
\nabla \cdot D_x(r)\nabla \phi_x^i(r, \omega) + \left( \mu_{ax}(r) + \frac{j\omega}{c} \right) \phi_x^i(r, \omega) = s^i(r, \omega), \quad r \in \Omega, \tag{1}
\]

\[
\nabla \cdot D_m(r)\nabla \phi_m^i(r, \omega) + \left( \mu_{am}(r) + \frac{j\omega}{c} \right) \phi_m^i(r, \omega) = \phi_x^i(r, \omega)\eta \mu_{ax f}(r) \frac{1 - j\omega \tau(r)}{1 + (\omega \tau(r))^2}, \quad r \in \Omega \tag{2}
\]

where the subscripts \(x\) and \(m\) denote the excitation and emission wavelengths, respectively. \(r \in \Omega\) denotes location; \(\omega\) is the angular modulation frequency. \(s^i\) denotes the \(i^{th}\) source. \(\phi_x^i, \phi_m^i\) denotes the photon density field due to the \(i^{th}\) source. \(c\) is the speed of light in \(\Omega\). \(D_{x,m}\) is the diffusion coefficient and \(\mu_{ax,m}\) is the absorption coefficient. \(\mu_{ax f}\) is the absorption coefficient of the fluorophore at the excitation wavelength; \(\eta\) is the quantum yield; \(\eta \mu_{ax f}\) is the fluorophore yield; \(\tau\) is the...
fluorescence lifetime. We assume that $D_{x,m} \approx \frac{1}{3 \eta_{\mu_x,m}}$, where $\mu'_{x,m}$ is the reduced scattering coefficient. Furthermore, $D_{x,m}$ is known, and can be spatially varying in $\Omega$.

We use Robin type boundary conditions

$$
2D_x(\mathbf{r}) \hat{n} \cdot \nabla \phi_x(\mathbf{r}, \omega) + \rho \phi_x(\mathbf{r}, \omega) = 0, \quad \mathbf{r} \in \partial \Omega, \quad (3)
$$

$$
2D_m(\mathbf{r}) \hat{n} \cdot \nabla \phi_m(\mathbf{r}, \omega) + \rho \phi_m(\mathbf{r}, \omega) = 0, \quad \mathbf{r} \in \partial \Omega, \quad (4)
$$

where $\partial \Omega$ denotes the boundary of $\Omega$, $\hat{n}$ denotes the outward normal of the boundary and $\rho$ is the boundary mismatch parameter due to light reflection at the boundary.

For the sake of exposition, we use a single modulation frequency measurement model. We choose $\omega = 0$ and drop $\omega$ variable from $\phi_{x,m}$ and other terms. Note that when $\omega \neq 0$ and $\tau$ is known, the source term in (2) includes $\frac{1}{1 + i \omega \tau (\mathbf{r})}$. However, this modification does not change the key aspects of our development. The subsequent problem formulation and results can be extended in a straightforward way to include multiple frequencies wherever $\tau$ is known.

The absorption coefficients $\mu_{ax,m}$ of the medium is composed of the endogenous absorption $\mu_{ax,m}$ and the exogenous absorption $\mu_{af,m}$ of the fluorophore:

$$
\mu_{ax,m}(\mathbf{r}) = \mu_{ax,m}(\mathbf{r}) + \mu_{af,m}(\mathbf{r}). \quad (5)
$$

Since the excitation and emission wavelengths are typically close to each other, in many applications, the absorption coefficients at both wavelengths are assumed to be approximately equal [4]. Hence, we set

$$
\mu_a \approx \mu_{ax} \approx \mu_{am}, \quad \mu_{af} \approx \mu_{af,m} \approx \mu_{am,f}. \quad (6)
$$

B. FDOT Forward and Inverse Problems

We assume that there are $N_s$ light sources and $N_d$ detectors located at the boundary of the imaging domain. From (1) and (3), the excitation light field due to the $i^{th}$ source is given by

$$
\phi_x^i(\mathbf{r}) = \int_{\Omega} g_s(\mathbf{r}, \mathbf{r}') s^i(\mathbf{r}') d\mathbf{r}', \quad i = 1, ..., N_s \quad (7)
$$

where $g_s$ is the Green’s function of (1) and (3). The excitation light interacts with the fluorophore inside the imaging domain and generates the emission light with a slightly longer wavelength

$$
\phi_m^i(\mathbf{r}) = \int_{\Omega} g_m(\mathbf{r}, \mathbf{r}') \phi_x^i(\mathbf{r}') \eta \mu_{af}(\mathbf{r}') d\mathbf{r}', \quad i = 1, ..., N_s \quad (8)
$$

where $g_m$ is the Green’s function of (2) and (4). Note that $\phi_x^i(\mathbf{r}) \eta \mu_{af}$ acts as the light source for the photon density field at the emission wavelength.

In general, the optical properties of tissue are wavelength dependent. However, they are usually assumed to be approximately equal at both excitation and emission wavelengths for many of the fluorophore probes used in practice [1]. However, this assumption is not a limitation for our method, since $\mu_{ax} = C \epsilon^\lambda$, where $C$ is the concentration, $\lambda$ is the wavelength and $\epsilon$ is the wavelength independent extinction coefficient. As a result, $\mu_{ax} \approx \lambda_2 \epsilon^{\lambda_2}$. It is straightforward to include this known linear relationship between the absorption coefficients at the excitation and emission wavelengths into our model.

We write the measurement $\Gamma_{i,j}$ at the $j^{th}$ detector due to the $i^{th}$ source as

$$
\Gamma_{i,j} = \int_{\Omega} g^{em}_{i,j}(\mathbf{r}) \phi^i_{ex}(\mathbf{r}) \eta \mu_{af}(\mathbf{r}) d\mathbf{r}, \quad i = 1, ..., N_s, \quad j = 1, ..., N_d \quad (9)
$$

where $g^{em}_{i,j}$ is a shorthand notation for the Green’s function of the emission light field evaluated at the $j^{th}$ detector.

In general, (9) is nonlinear, since both $g^{em}_{i,j}$ and $\phi^i_{ex}$ depend on $\mu_a$, which in turn, depends on $\mu_{af}$. However, for the case of weak fluorophore [4], (9) can be linearized by assuming that the contribution of the fluorophore absorption to the total absorption is negligible, i.e.,

$$
\mu_a = \mu_{ac} + \mu_{af} \approx \mu_{ac}. \quad (10)
$$

Using (10), (9) can be linearized as

$$
\Gamma_{i,j} = \int_{\Omega} g^{em,i}_{j}(\mathbf{r}) \phi^i_{ex}(\mathbf{r}) \eta \mu_{af}(\mathbf{r}) d\mathbf{r} \quad (11)
$$

where $g^{em,i}_{j}$ is the Green’s function of (2) and (4), and $\phi^i_{ex}$ is the excitation field when $\mu_a \approx \mu_{ac}$. We organize all the measurements $\Gamma_{i,j}$, $i = 1, ..., N_s$, $j = 1, ..., N_d$, into a vector $\Gamma$ of length $M = N_s \times N_d$

$$
\Gamma = [\Gamma_{1,1}, ..., \Gamma_{1,N_d}, \Gamma_{2,1}, ..., \Gamma_{N_s,N_d}]^T \in \mathbb{R}^M. \quad (12)
$$

We define the operator $A: L(\Omega) \rightarrow \mathbb{R}^M$ as

$$
(A \mu)_{i,j} := \int_{\Omega} g^{em,i}_{j}(\mathbf{r}) \phi^i_{ex}(\mathbf{r}) \mu(\mathbf{r}) d\mathbf{r} \quad (13)
$$

where $\mu = \eta \mu_{af}$ denotes the fluorophore yield. Note that $A$ linearly maps the fluorophore yield $\mu$ to the measurement vector $\Gamma$:

$$
\Gamma = A \mu. \quad (14)
$$

We discretize the domain $\Omega$ into $N$ voxels, $x_i = \mu(r_i)$, $i = 1, ..., N$, where $r_i$ is the center of the $i^{th}$ voxel; and form the image vector

$$
\mathbf{x} = [x_1, x_2, ..., x_N]^T \in \mathbb{R}^N. \quad (15)
$$

Discretizing (14) by the finite element method, we obtain:

$$
\Gamma = A \mathbf{x}, \quad (16)
$$

where

$$
A = \begin{bmatrix}
    g_{em,1}^{i,1} \phi^1_{ex,1} & \cdots & g_{em,1}^{i,N} \phi^1_{ex,N} \\
    \vdots & \ddots & \vdots \\
    g_{em,N}^{i,1} \phi^N_{ex,1} & \cdots & g_{em,N}^{i,N} \phi^N_{ex,N}
\end{bmatrix} \in \mathbb{R}^{M \times N} \quad (16)
$$

is the vector-valued forward operator. $g_{em,k}$ is the discretized Green’s function of (2) and (4) evaluated at the $k^{th}$ voxel due to the $i^{th}$ source; and $\phi^i_{ex,k}$ is the discretized excitation light field at the $k^{th}$ voxel due to the $i^{th}$ source. Note that we refer to $A$ as the sensing or forward operator interchangeably for the rest of the paper. For a detailed discussion on the discretization of the FDOT forward and inverse problems, see [3].
III. FDOT INVERSE PROBLEM WITH SPARSITY CONSTRAINT AND SPARSE SIGNAL RECONSTRUCTION

A. FDOT Inverse Problem with Sparsity Constraint

In this section, we present the FDOT inverse problem formulation with sparsity constraint in the presence of additive noise and briefly describe the solutions and performance guarantees offered by sparse signal recovery techniques.

The idealized FDOT inverse problem involves the reconstruction of the fluorophore yield \( \mu \) from the boundary measurement \( \Gamma \) based on the model (14) or (15). Taking into account the measurement noise, (15) can be modified to

\[
y = \Gamma + \epsilon = A x + \epsilon
\]

where \( y \) denotes the noisy measurements, \( \epsilon = [\epsilon_1, \ldots, \epsilon_n]^T \in \mathbb{R}^M \) is the measurement noise with \( \|\epsilon\|_2 \leq \epsilon \), for some \( \epsilon > 0 \), and \( \| \cdot \|_2 \) denotes the \( L_2 \)-norm.

Since \( x \) is sparse, the FDOT image reconstruction can be formulated as the following constrained optimization problem:

\[
\min_x \|x\|_0 \text{ such that } \|y - Ax\|_2 \leq \epsilon
\]

where \( \|x\|_0 \) denotes the \( l_0 \)-norm of \( x \) defined as the number of non-zero entries of \( x \). \( l_0 \)-norm is a commonly used measure of sparsity [33].

The optimization problem in (18) is NP hard. Therefore, approximate methods are used to address (18). These methods can be roughly categorized into two classes [33]. The first class is based on greedy algorithms which is a group of heuristic iterative algorithms that seek an optimal solution in each iteration [34]. The second class is based on the relaxation technique which replaces the \( l_0 \)-norm constraint in (18) with \( l_1 \)-norm constraint:

\[
\min_x \|x\|_1 \text{ such that } \|y - Ax\|_2 \leq \epsilon
\]

where \( \|x\|_1 \) is the \( l_1 \)-norm of \( x \). The optimization problem in (19) is also known as the basis pursuit (BP) [35]. BP is a convex optimization problem that can be solved by a number of linear programming techniques [35].

B. Mutual Coherence and Performance Guarantees in Sparse Signal Reconstruction

In general, the solution of an underdetermined linear system is non-unique. However, CS theory provides sufficient conditions under which exact recovery of the sparse signals from limited number of measurements is possible [9], [10], [33]. In this subsection, we review some of the results on performance guarantees in CS theory relevant to our subsequent discussion.

Many of the sufficiency conditions proposed in the literature specify the degree to which the forward matrix is orthogonal. One of these conditions is given in terms of the concept of mutual coherence [33], which is defined as

\[
\mathcal{M}(A) = \max_{p \neq q} \frac{|a_p \cdot a_q|}{\|a_p\|_2 \|a_q\|_2}
\]

where \( a_p \) and \( a_q \) are two different columns in \( A \). Note that \( \mathcal{M}(A) \) is the largest normalized inner product of two different columns; and has a small value only if the columns of \( A \) are almost orthogonal to each other.

It was shown in [9] that, if \( x_0 \) satisfies (17) with

\[
\|x_0\|_0 \leq \frac{1}{2}(1 + \frac{1}{\mathcal{M}(A)}),
\]

then, \( x_0 \) is necessarily the unique vector that satisfies the linear system in (17) whose number of nonzero entries satisfies (21). Furthermore, the difference between \( x_0 \) and the solutions of the sparsity constraint optimization problems in (18) and (19) are only within a constant multiple of \( \epsilon \) [9], [11].

The mutual coherence of \( A \) is determined by the two least “incoherent” columns, which shows the worst-case analysis of the orthogonality of the columns of \( A \). A number of alternative measures to quantify the “average” coherence of a sensing matrix has been proposed [10], [15], [16], [36]. One of these is the cumulative coherence or the Babel function, which is defined as [10]

\[
\mathcal{M}_1(k, A) = \max_p \max_{|Q|=k, p \notin Q} \max_{q \in Q} \sum_{a_p, a_q} |a_p \cdot a_q| / \|a_p\|_2 \|a_q\|_2,
\]

where \( Q \) is a subset of the columns in \( A \). If

\[
\mathcal{M}_1(k, A) + \mathcal{M}_1(k+1, A) < 1,
\]

then, the signal \( x_0 \) with \( \|x_0\|_0 \leq k \) can be exactly recovered using greedy algorithms or basis pursuit [10]. Note that \( \mathcal{M}_1(k, A) \) is an monotonically non-decreasing function in \( k \), and \( \mathcal{M}_1(1, A) = \mathcal{M}(A) \).

More generally, a matrix with \( N \) columns have \( N(N-1) \) normalized inner products between different pairs of columns. It was observed that as the average value of the normalized inner products between different columns decreases, the performance of sparse signal recovery methods typically improves [10]–[12], [15], [16], [33]. In particular, it was shown that a well-designed preconditioning matrix can reduce the normalized inner products between the columns of the sensing matrix, and as a consequence, reduce the mean square error of the reconstructed images [11]–[14].

In the following section, we present the coherence of the FDOT forward matrix with respect to a number of measures summarized in this section.

IV. BOUNDS ON THE COHERENCE OF THE FDOT FORWARD MATRIX

In this section, we present the inherent structure of the FDOT forward matrix and show that it is the column-wise Kronecker product of two matrices: A matrix that is composed of the discretized excitation light fields; and another matrix composed of the discretized Green’s function of the diffusion equation governing the emission light field propagation. We show that the normalized inner product between two different columns of the FDOT forward matrix can be expressed as a product of the normalized inner products between the columns of these two underlying matrices. We next derive upper bounds on the mutual coherence and cumulative coherence of the FDOT forward matrix. These observations are essential in the design and optimization of the FDOT forward matrix.
Recall that the FDOT forward matrix $A$ is given by

$$
A = \begin{bmatrix}
g_{em,1}^1 \phi_{ex,1}^1 & g_{em,2}^1 \phi_{ex,2}^1 & \cdots & g_{em,N}^1 \phi_{ex,N}^1 \\
\vdots & \vdots & \ddots & \vdots \\
g_{em,1}^N \phi_{ex,1}^N & g_{em,2}^N \phi_{ex,2}^N & \cdots & g_{em,N}^N \phi_{ex,N}^N 
\end{bmatrix}
$$

We see that the entries of the $A$ is the product of two quantities: (1) the discretized excitation light field; and (2) the discretized Green’s function of the emission light field. To further analyze the structure of the FDOT forward matrix, we define two new matrices. The first one is an $N_s \times N$ matrix with its $i^{th}$ row being the excitation light field due to the $i^{th}$ source:

$$
\Phi := \begin{bmatrix}
\phi_{ex,1}^1 & \cdots & \phi_{ex,N}^1 \\
\vdots & \ddots & \vdots \\
\phi_{ex,1}^N & \cdots & \phi_{ex,N}^N 
\end{bmatrix} \in \mathbb{R}^{N_s \times N}.
$$

The second one is an $N_d \times N$ matrix with its $j^{th}$ row being the Green’s function of the emission light field corresponding to the $j^{th}$ detector:

$$
G := \begin{bmatrix}
g_{em,1}^1 & \cdots & g_{em,N}^1 \\
\vdots & \ddots & \vdots \\
g_{em,1}^N & \cdots & g_{em,N}^N 
\end{bmatrix} \in \mathbb{R}^{N_d \times N}.
$$

Let $a_k$, $k = 1, \ldots, N$ be the $k^{th}$ column of the FDOT forward matrix $A$; and let

$$
\phi_k = \begin{bmatrix} \phi_{ex,k}^1, \ldots, \phi_{ex,N}^1 \end{bmatrix}^T, \quad g_k = \begin{bmatrix} g_{em,k}^1, \ldots, g_{em,N}^1 \end{bmatrix}^T
$$

be the $k^{th}$ column of $\Phi$ and $G$, respectively. We observe $a_k$ is the Kronecker product of $\phi_k$ and $g_k$, and write

$$
a_k = \phi_k \otimes g_k, \quad k = 1, \ldots, N.
$$

Thus, $A$ is the columnwise Kronecker product of $\Phi$ and $G$:

$$
A = \Phi \ast G = [\phi_1 \otimes g_1, \phi_2 \otimes g_2, \ldots, \phi_N \otimes g_N]
$$

where $\ast$ denotes the columnwise Kronecker product. As a result of (27), we have

$$
\|a_k\|_2^2 = \|\phi_k \otimes g_k\|_2^2 = \|\phi_k\|_2^2 \|g_k\|_2^2.
$$

Furthermore,

$$
(a_p, a_q) = (\phi_p \otimes g_p, \phi_q \otimes g_q) = (\phi_p, \phi_q) \cdot (g_p, g_q)
$$

Thus, $A$ is the product of two matrices:

$$
r_{A,p,q} = \phi_{p} \cdot g_{q}, \quad r_{\Phi,p,q} = \phi_{p} \cdot \phi_{q}, \quad r_{G,p,q} = g_{p} \cdot g_{q}.
$$

Below we summarize two results on the coherence of the FDOT forward matrix.

**Observation 1**: The mutual coherence of $A$ is upper bounded by the product of the mutual coherence of $G$ and $\Phi$.

$$
\mathcal{M}(A) = \max_{p,q} |r_{A,p,q}| = \max_{p,q} |r_{\Phi,p,q} \cdot r_{G,p,q}| = \max_{p,q} r_{\Phi,p,q} \cdot r_{G,p,q}
\leq \left(\max_{p,q} r_{\Phi,p,q}\right) \left(\max_{p,q} r_{G,p,q}\right) = \mathcal{M}(G) \mathcal{M}(\Phi)
$$

\[\square\]

**Observation 2**:

$$
\mathcal{M}(A) \leq \mathcal{M}_1(k, A) \leq K(N, N_s, N_d, k)\left(\|\Phi^T \Phi - I_N\|_F^2 + \|G^T \tilde{G} - I_N\|_F^2\right), \quad k = 1, \ldots, N - 1.
$$

where $\|E\|_F = \sqrt{\sum_{i,j} e_{i,j}^2}$ denotes the Frobenius norm of the matrix quantity $E$; $K(N, N_s, N_d, k)$ is a constant that depends on $N, N_s, N_d$ and $k$; $\Phi$ and $G$ are $\Phi$ and $G$ matrices whose columns are normalized to unity, and $I_N$ denotes the $N$-by-$N$ identity matrix.

\[\square\]

See Appendix A for the derivation of (33), and an explicit expression for $K$.

We summarize the implications of the results and observations made in this section in the following list of remarks:

**Remarks** -

- The normalized inner product $r_{A,p,q}$ of the $p^{th}$ and $q^{th}$ columns of the FDOT forward matrix is the product of $r_{\Phi,p,q}$ and $r_{G,p,q}$, the normalized inner product of the $p^{th}$ and $q^{th}$ columns of $\Phi$ and $G$ matrices, i.e., $r_{A,p,q} = r_{\Phi,p,q} \cdot r_{G,p,q}$.
- To reduce the mutual coherence and cumulative coherence of the FDOT forward matrix $A$, we wish to minimize $r_{A,p,q}$, which is equivalent to minimizing $r_{\Phi,p,q}$ and $r_{G,p,q}$.
- The mutual coherence of the FDOT forward matrix is upper bounded by the product of the mutual coherence of $\Phi$ and $G$, i.e., $\mathcal{M}(A) \leq \mathcal{M}(\Phi) \mathcal{M}(G)$.
- The mutual coherence and the cumulative coherence of $A$ are bounded. Thus, reducing $\|\Phi^T \Phi - I_N\|_F^2$ and $\|G^T \tilde{G} - I_N\|_F^2$, reduces $r_{A,p,q}$, which in turn, reduces the cumulative coherence, $\mathcal{M}_1(k, A)$, and mutual coherence, $\mathcal{M}(A)$, of the FDOT forward matrix.

Without loss of generality for the rest of the paper, we assume that the columns of $G$ and $\Phi$ are normalized to unity and drop tilde from $\tilde{G}$ and $\tilde{\Phi}$ to simplify our notation for rest of the paper.

**V. THE FDOT FORWARD MATRIX OPTIMIZATION**

In this section, we focus on the optimization of the FDOT forward matrix using the results in the previous section. In particular, we minimize $\|\Phi^T \Phi - I_N\|_F^2$ and $\|G^T G - I_N\|_F^2$ by designing two preconditioners on $\Phi$ and $G$ to reduce both

1Note that since $\Phi$ is composed of the excitation light field and $G$ is composed of the discretized Green’s function of the diffusion equation for the emission light field. Therefore, every entry in $\Phi$ and $G$ is non-negative. As a result, $r_{\Phi,p,q} \geq 0$ and $r_{G,p,q} \geq 0$.  
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the mutual coherence and average coherence of the FDOT forward matrix. Our preconditioner design follows a method similar to the one in [12].

The entries of the matrix $\Phi$ represent the excitation field at each voxel location due to light sources. They are determined by the source function, the Green’s function of (1) and (3) and the endogenous optical properties of the imaging domain. Thus, $\Phi$ is a source related term. We refer to the preconditioner on $\Phi$ as the optical mask. The optical mask is an $N_s \times N_s$ intensity matrix, with each row being a different intensity pattern applied to $N_s$ point sources for $N_s$ different illumination patterns.

The entries of the matrix $G$ represent the emission field at the detectors due to a point source at each voxel location. They are determined by the Green’s function of (2) and (4), and the endogenous optical properties of the imaging domain. Thus, $G$ can be viewed as a measurement-related term. We refer to the preconditioner on $G$ as the measurement mask. The measurement mask is an $N_d \times N_d$ linear filter applied to the measured data collected by $N_d$ detectors corresponding to each illumination pattern.

In Subsection V-A we present the design of the optical mask; and in Subsection V-B, we present the design of measurement mask. In Subsection V-C, we describe the practical, algorithmic implementation of the FDOT imaging process with structured illumination and detection patterns.

A. Design of the Illumination Patterns - The Optical Mask

In diffuse optical tomography, the light sources are typically time multiplexed, i.e., operated one at a time, and the scattered light field due to each source is measured at the detectors. In designing the optical mask, we assume that all $N_s$ sources transmit simultaneously into the imaging domain according to some intensity patterns designed to optimize the FDOT forward matrix. Furthermore, we assume that the number of illumination patterns is the same as the number of point sources. Thus, our objective is to determine $N_s \times N_s$ different light intensities to precondition $\Phi$, and hence the FDOT forward matrix.

Let $M_s$ denote the $N_s \times N_s$ optical mask. Let $m_k$ denote each row of $M_s$, i.e.,

$$M_s = [m_1^T, m_2^T, \ldots m_N^T]^T.$$ (34)

We refer to $m_k$, $k = 1, \ldots, N_s$ as the $k^{th}$ illumination pattern for reasons that will be made clear below. Recall that the excitation light field due to the $i^{th}$ point source is given by

$$\phi_i^s(r) = \int_{\Omega} g_s(r, r')s_i^s(r')dr'.$$ (35)

Without loss of generality, we assume that the initial light sources, $s_i^s(r)$, are unit impulse functions,

$$s_i^s(r) = \delta(r - r_i)$$ (36)

where $r_i$ denotes the location of the $i^{th}$ point source.

Let $m_{k,i}$ be the intensity of the $i^{th}$ source, $i = 1, \ldots, N_s$, for the $k^{th}$ illumination pattern, i.e.,

$$m_k = [m_{k,1}, m_{k,2}, \ldots m_{k,N_s}].$$ (37)

Then, if all point sources transmit simultaneously, the source illuminating the imaging domain can be expressed as

$$Q^k(r) = \sum_{i=1}^{N_s} m_{k,i}s_i^s(r).$$ (38)

Thus, the resulting excitation light field due to the $k^{th}$ illumination pattern becomes

$$\phi_{pre}^k(r) = \int_{\Omega} g_s(r, r')Q^k(r')dr' = \sum_{i=1}^{N_s} m_{k,i} \int_{\Omega} g_s(r, r')s_i^s(r')dr' = \sum_{i=1}^{N_s} m_{k,i} \phi_i^s(r).$$ (39)

Reexpressing (39) in matrix notation introduced in (34) and (37), we write the new matrix composed of the excitation light field due to sources $Q^k$ ($k = 1, \ldots, N_s$) as follows:

$$\Phi_{pre} = M_s\Phi,$$ (40)

where $\Phi_{pre}$ is now the preconditioned $\Phi$ matrix. From (40), clearly the optical mask $M_s$ can be designed to precondition $\Phi$. We design $M_s$ to minimize the normalized inner products between different columns of $\Phi_{pre}$. Or equivalently, we seek to find $M_s$ such that the Gramm matrix $\Phi_{pre}^T\Phi_{pre}$ is as close to identity as possible,

$$\Phi_{pre}^T\Phi_{pre} = \Phi^T M_s^T M_s \Phi \approx I_N.$$ (41)

To find such a matrix $M_s$, we consider the following optimization problem:

$$\min_{M_s} \| (M_s\Phi)^T M_s \Phi - I_N \|_F.$$ (42)

Note that (42) attempts to minimize not only the greatest normalized inner product between two columns of $\Phi_{pre}$, but all the normalized inner products between different columns of $\Phi_{pre}$.

To solve (42), we multiply (41) by $\Phi$ and $\Phi^T$ on both sides,

$$\Phi \Phi^T M_s^T M_s \Phi \Phi^T \approx \Phi \Phi^T,$$ (43)

and consider the singular value decomposition of $\Phi$,

$$\Phi = U_s \Sigma_s V_s,$$ (44)

where $\Sigma_s$ is the $N_s \times N_s$ diagonal matrix containing the singular values of $\Phi$. Let $\Lambda_s = \Sigma_s^{-1/2}$. Substituting (44) into (43), and simplifying (43), we obtain

$$\Lambda_s U_s^T M_s^T M_s U_s \Lambda_s \approx \Lambda_s.$$ (45)

Thus, we choose $M_s$ as

$$M_s = \Lambda_s^{-1/2}U_s^T.$$ (46)

Note that if $\Phi$ has poor condition number, $M_s$ can be stabilized by $(\Lambda_s + \varepsilon I)^{-1/2}U_s^T$ where $I$ is the identity matrix and $\varepsilon > 0$ is a suitably chosen regularization parameter.

The new $\Phi$ matrix after the application of $M_s$ becomes

$$\Phi_{pre} = M_s\Phi = \Lambda_s^{-1/2}U_s^T U_s \Sigma_s V_s = \Lambda_s^{-1/2} \Sigma_s V_s.$$ (47)
The matrix $M_s$ may have negative entries. Thus directly applying $M_s$ onto source intensities is not impossible. We decompose $M_s$ into a linear combination of two matrices with non-negative entries as follows:

$$M_s = M_s^{(+)} - (-M_s^{(-)}),$$  \hspace{1cm} (48)$$

where the entries of $M_s^{(+)}$ and $M_s^{(-)}$ are either zero or equal to the non-negative and negative entries of $M_s$, respectively. Thus, the entries of both $M_s^{(+)}$ and $-M_s^{(-)}$ are non-negative. We then sequentially apply $M_s^{(+)}$ and $(-M_s^{(-)})$ onto the source intensities. Let $\Gamma^{(+)}$ and $\Gamma^{(-)}$ denote the resultant measurements, we take the difference of the measurement $\Gamma^{(+)}$ and $\Gamma^{(-)}$, and obtain

$$\Gamma = \left((M_s^{(+)}) \ast G_{\text{pre}}\right)x - \left((-M_s^{(-)}) \ast G_{\text{pre}}\right)x = (\Phi_{\text{pre}} \ast G_{\text{pre}})x = A_{\text{pre}}x.$$  \hspace{1cm} (49)$$

Let $m_{s,k,i}^{(\pm)}$ denote the $(k,i)^{th}$ entry of $M_s^{(\pm)}$, which is the intensity of the $i^{th}$ point source in the $k^{th}$ illumination pattern. Thus, the light source generated by the $k^{th}$ illumination pattern is given by

$$Q^k(r) = \sum_{i=1}^{N_s} (m_{s,k,i}^{(+)})s^i(r) - (m_{s,k,i}^{(-)})s^i(r),$$  \hspace{1cm} (50)$$

and the resulting excitation light field due to the $k^{th}$ illumination pattern becomes

$$\phi_{\text{pre}}^{(k)}(r) = \sum_{i=1}^{N_s} m_{s,k,i}^{(+)}\phi_2^{i}(r) - \sum_{i=1}^{N_s} (m_{s,k,i}^{(-)})\phi_2^{i}(r), \hspace{1cm} k = 1, \ldots, N, \hspace{0.5cm} r \in \Omega.$$  \hspace{1cm} (51)$$

### B. Design of Detection Patterns - The Measurement Mask

In this section, our objective is to design a measurement mask, or a linear filter, that will be applied to the measured data to reduce the non-normalized inner product between the columns of $G$, i.e., $\mathbf{r}_y\mathbf{q}$. Recall from Section 2 that the measurements $\Gamma^i$ due to the $i^{th}$ light source is given as $\Gamma^i = B^i x$ where

$$B^i = [g_{1}\phi_{ex,1}^i, g_{2}\phi_{ex,2}^i, \ldots, g_N\phi_{ex,N}^i].$$

If a linear transform is applied to the measurements, the new set of measurements becomes:

$$\Gamma_{\text{pre}}^i = M_d\Gamma^i = M_dB^i x$$ \hspace{1cm} (52)$$

where $M_d \in \mathbb{R}^{Nd \times Nd}$ is the linear (not necessarily Toeplitz) filter, which we refer to as the measurement mask. We note that

$$M_dB^i = [M dg_{1}\phi_{ex,1}^i, M dg_{2}\phi_{ex,2}^i, \ldots, M dg_N\phi_{ex,N}^i].$$ \hspace{1cm} (53)$$

Let

$$G_{\text{pre}} = M_dG$$ \hspace{1cm} (54)$$

be the preconditioned $G$ matrix. We choose to design $M_d$ so that the normalized inner products between different columns of $G$ are minimized.

Designing the measurement mask, $M_d$, is similar to designing the optical mask. Following a step similar to the one in (43), we obtain

$$GG^TM_d^TM_dGG^T \approx GG^T.$$ \hspace{1cm} (55)$$

Let $G = U_d\Sigma_d V_d^T$ be the singular value decomposition of $G$. We choose

$$M_d = \Lambda_d^{-1/2}U_d^T$$ \hspace{1cm} (56)$$

where $\Lambda_d = \Sigma_d\Sigma_d^T$. Again, if $G$ has poor condition number, $M_d$ can be modified to $(\Lambda_d + \varepsilon I)^{-1/2}U_d^T$ where $I$ is the identity matrix and $\varepsilon > 0$ is a suitably chosen regularization parameter.

The preconditioned $G$ matrix becomes

$$G_{\text{pre}} = M_dG = \Lambda_d^{-1/2}U_d^T U_d\Sigma_d V_d = \Lambda_d^{-1/2}\Sigma_d V_d.$$ \hspace{1cm} (57)$$

An alternative approach in designing a measurement mask is to directly precondition the forward sensing matrix $A$ [37]. In this case, the measurement mask becomes

$$A_{\text{pre}} = (\Sigma_\Lambda\Sigma_\Lambda^T)^{-1/2}U_A^T$$ \hspace{1cm} (58)$$

where $U_A\Sigma_v V_A^T$ is the singular value decomposition of $A$.

In some applications, depending on the source-detector geometry, number of sources, as well as the discretization of the diffusion equations and the imaging domain, it is favorable to precondition $GG^T$ over preconditioning $AA^T$ to avoid noise amplification due to large condition number. It is straightforward to show that $A^T A = \Phi^T \Phi \circ G^T G$ where $\circ$ denotes the Hadamard product. As a result, $\|AA^T\| \leq \max_{n=1,\ldots,N} \|\Phi_{\text{pre}}^T\Phi_{\text{pre}}\| \|GG^T\|$ where $\Phi^T \Phi|_{jj}$ denotes the $n^{th}$ diagonal entry of $\Phi^T \Phi$ and $\|\cdot\|$ stands for any unitarily invariant matrix norm [38]. Hence, if $\max_{n=1,\ldots,N} \|\Phi^T \Phi\|_{jj} \leq 1$, it may be favorable to precondition $GG^T$ over preconditioning $AA^T$. However, $\max_{n=1,\ldots,N} \|\Phi^T \Phi\|_{nn}$ is that, the maximum power of the excitation photon density field due to all point sources among all voxels depends on the source-detector geometry, number of sources and the discretization of the diffusion equations and imaging domain.

### C. Forward Sensing Matrix Construction

The new forward sensing matrix $A_{\text{pre}}$ composed of the columnwise Kronecker product of $\Phi_{\text{pre}}$ and $G_{\text{pre}}$ is

$$A_{\text{pre}} = [\phi_{\text{pre},1} \otimes g_{\text{pre},1}, \ldots, \phi_{\text{pre},N} \otimes g_{\text{pre},N}]$$ \hspace{1cm} (59)$$

where $\phi_{\text{pre},i}$ and $g_{\text{pre},i}$, $i = 1, \ldots, N$ denote the columns of $\Phi_{\text{pre}}$ and $G_{\text{pre}}$.

### VI. Numerical Simulations

In this section, we extensively present numerical simulations to demonstrate the effects of the optical mask $M_s$ and measurement mask $M_d$ on the coherence of the forward sensing matrix as well as on the quality of the reconstructed FDOT images.
A. 3D-Simulation with Single Heterogeneity

We set up a 6 × 6 × 6 cm³ cubic phantom shown in Fig. 1. We set the background absorption coefficient to \( \mu_{am} = 0.05 \text{cm}^{-1} \), and the diffusion coefficient to \( D = \frac{1}{3}(\mu_a + \mu_s') \) at both the excitation and emission wavelengths. The circular heterogeneity with radius \( r \) simulated the fluorophore concentration with fluorophore absorption coefficient \( \mu_{axf} = 0.005 \text{cm}^{-1} \). 48 sources (shown in squares) and 48 detectors (shown in triangles) are uniformly placed at the top and bottom of the imaging domain. We discretized the imaging domain into 20 × 20 × 20 voxels. Thus, the forward sensing matrix is 2304 by 8000. We simulated data sets with five different cases: (1) no masks corresponding to the time-multiplexed point source configuration with unit intensity; (2) only optical mask \( M_o \); (3) only measurement mask \( M_d \); (4) both optical and measurement masks; and (5) large preconditioning matrix \( M_A \). Fig. 2(a) shows the largest 40% of all the normalized inner products of the no-mask case. The results of relative AUC are given in the box in Fig. 2(a). We see that the optical and measurement masks alone reduce the AUC to 76.5% and 62.1%, respectively as compared to the no-mask case. When both masks are applied, the AUC reduces to 47.5%. The application of \( M_A \) reduces AUC to 46.3%, which is slightly smaller than the case that both \( M_o \) and \( M_d \) are applied.

Fig. 2(b) shows the plot of the cumulative coherence \( M_1(k, A) \) as a function of \( k \). As stated before, the cumulative coherence is a nondecreasing function of \( k \). When \( M_1(k, A) \) increases slowly, the forward matrix is said to be quasi-incoherent [10]. From Fig. 2(b), the application of \( M_o \), \( M_d \) and \( M_A \) all result in slower increase of cumulative coherence. The average slope of each curve is provided in the box in Fig. 2(b) for a quantitative comparison.

\[
AUC = \sum_{p, q=1}^{N} |r_{A_{p,q}}|.
\]

We define the relative AUC as the ratio of the AUC to that of the no-mask case. The results of relative AUC are given in the box in Fig. 2(a). We see that the optical and measurement masks alone reduce the AUC to 76.5% and 62.1%, respectively as compared to the no-mask case. When both masks are applied, the AUC reduces to 47.5%. The application of \( M_A \) reduces AUC to 46.3%, which is slightly smaller than the case that both \( M_o \) and \( M_d \) are applied.

Fig. 2(b) shows the plot of the cumulative coherence \( M_1(k, A) \) as a function of \( k \). As stated before, the cumulative coherence is a nondecreasing function of \( k \). When \( M_1(k, A) \) increases slowly, the forward matrix is said to be quasi-incoherent [10]. From Fig. 2(b), the application of \( M_o \), \( M_d \) and \( M_A \) all result in slower increase of cumulative coherence. The average slope of each curve is provided in the box in Fig. 2(b) for a quantitative comparison.

\[
AUC = \sum_{p, q=1}^{N} |r_{A_{p,q}}|.
\]

We define the relative AUC as the ratio of the AUC to that of the no-mask case. The results of relative AUC are given in the box in Fig. 2(a). We see that the optical and measurement masks alone reduce the AUC to 76.5% and 62.1%, respectively as compared to the no-mask case. When both masks are applied, the AUC reduces to 47.5%. The application of \( M_A \) reduces AUC to 46.3%, which is slightly smaller than the case that both \( M_o \) and \( M_d \) are applied.

Different pairs of columns:

\[
AUC = \sum_{p, q=1}^{N} |r_{A_{p,q}}|.
\]

We define the relative AUC as the ratio of the AUC to that of the no-mask case. The results of relative AUC are given in the box in Fig. 2(a). We see that the optical and measurement masks alone reduce the AUC to 76.5% and 62.1%, respectively as compared to the no-mask case. When both masks are applied, the AUC reduces to 47.5%. The application of \( M_A \) reduces AUC to 46.3%, which is slightly smaller than the case that both \( M_o \) and \( M_d \) are applied.

Fig. 2(b) shows the plot of the cumulative coherence \( M_1(k, A) \) as a function of \( k \). As stated before, the cumulative coherence is a nondecreasing function of \( k \). When \( M_1(k, A) \) increases slowly, the forward matrix is said to be quasi-incoherent [10]. From Fig. 2(b), the application of \( M_o \), \( M_d \) and \( M_A \) all result in slower increase of cumulative coherence. The average slope of each curve is provided in the box in Fig. 2(b) for a quantitative comparison.

\[
AUC = \sum_{p, q=1}^{N} |r_{A_{p,q}}|.
\]

We define the relative AUC as the ratio of the AUC to that of the no-mask case. The results of relative AUC are given in the box in Fig. 2(a). We see that the optical and measurement masks alone reduce the AUC to 76.5% and 62.1%, respectively as compared to the no-mask case. When both masks are applied, the AUC reduces to 47.5%. The application of \( M_A \) reduces AUC to 46.3%, which is slightly smaller than the case that both \( M_o \) and \( M_d \) are applied.

Fig. 2(b) shows the plot of the cumulative coherence \( M_1(k, A) \) as a function of \( k \). As stated before, the cumulative coherence is a nondecreasing function of \( k \). When \( M_1(k, A) \) increases slowly, the forward matrix is said to be quasi-incoherent [10]. From Fig. 2(b), the application of \( M_o \), \( M_d \) and \( M_A \) all result in slower increase of cumulative coherence. The average slope of each curve is provided in the box in Fig. 2(b) for a quantitative comparison.

\[
AUC = \sum_{p, q=1}^{N} |r_{A_{p,q}}|.
\]
2) Simulation Results - Image Reconstruction: To reconstruct the fluorophore concentration map, we used the forward matrix without applying any masks, with either $M_s$ or $M_d$ alone, with both masks applied simultaneously, and with $M_A$ to precondition $A$ directly. We used six different sparsity promoting reconstruction methods available in the CS literature. Specifically, we used: stagewise orthogonal matching pursuit (StOMP) [39], regularized orthogonal matching pursuit (ROMP) [40], acrostic compressive sampling matching pursuit (CoSaMP) [34], BP-interior [35], iterative shrinkage/thresholding (IST) [41], and gradient projection for sparse reconstruction (GPSR) [42]. The first three are greedy-type algorithms, and the last three are convex relaxation based algorithms.

We reconstructed the fluorophore concentration map of a phantom with a single heterogeneity at 3 different sparsity levels corresponding to 3 different radii using measurements at 3 different noise levels. We measure the accuracy of the reconstructed images using the normalized mean square error (NMSE) given by

$$\text{NMSE} = \frac{\| \mathbf{x}_{\text{true}} - \mathbf{x}_{\text{recon}} \|^2}{\# \text{ of voxels}}.$$  \hspace{1cm} (62)

We averaged the NMSE of the reconstructed images over 50 realizations of noise. The results are tabulated in Table I. The results show that, in general, the NMSE of the reconstructed images increases as the sparsity level of the signal increases. By applying $M_s$, $M_d$ or $M_A$, the NMSE can be reduced for all reconstructions. However, applying both $M_s$ and $M_d$ is more effective in reducing the noise than applying $M_A$, since the large condition numbers in $M_A$ is likely to amplify the measurement noise. Table I shows a greater reduction in NMSE for greedy-type algorithms than that of convex relaxation techniques.

Fig. 3 shows the cross sections of the reconstructed images at the middle of the imaging domain when the radius of the heterogeneity is $r = 0.5$cm. The cross sections of the reconstructed fluorophore yield maps using greedy type algorithms are shown in Fig.4, and those using convex relaxation techniques are shown in Fig.5. For each type of algorithm, the application of $M_s$, $M_d$ or $M_A$ results in reconstructed images that are in better agreement with the original fluorophore yield map. Although applying $M_A$ is effective in improving the incoherence of $A$, as indicated in Fig. 2, it is less effective in improve the image reconstruction results. The visual improvements are most obvious for the greedy algorithms, consistent with the NMSE results. In the greedy type algorithms, the support of the signal is determined by selecting the columns of the forward matrix that have the greatest correlation with the measurements. The reduction of the normalized inner products between different columns in the forward matrix has a direct effect on the column selection procedure at each iteration.
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B. 3D-Simulations using the Digital Mouse Phantom [43], [44]

In this subsection, we present numerical simulation results using the digital mouse phantom reported in [43], [44]. The digital mouse phantom was generated using coregistered CT and cryosection images and has segmented internal tissue structures. We assume that the tumors are located in the lungs, and consider a 24mm×13mm×18mm rectangular imaging domain around the chest of the mouse phantom. Three tumors of diameter 1.0mm, 1.5mm, and 2.0mm are located in the lungs with fluorophore absorption coefficient $\mu_{af} = 0.05\text{cm}^{-1}$, as shown in Fig. 6(b). 84 point sources and 84 detectors that are uniformly placed on the four surfaces of the rectangular region as shown in Fig. 6(a). The optical properties of different organ structures are tabulated in Table II, which are estimated at wavelength 750nm [45]. We assume that the rectangular imaging domain is filled with matching fluid having the same optical properties as the mouse skin. The imaging domain is discretized into $33 \times 19 \times 26$ voxels using finite element method. 1%, 3%, and 10% Gaussian noise are added to the measurements.

The NMSE of the reconstructed images are shown in Table III, which are averaged over 30 realizations of noise. The results show that applying the $M_s, M_d$ or $M_A$ reduces NMSE when used in conjunction with different sparse signal recovery algorithms. However, applying $M_A$ is not effective in reducing NMSE as compared to using both $M_s$ and $M_d$, which is due to the large condition number of $M_A$. The reconstructed images using greedy type algorithms are shown in Fig. 7, and those using convex relaxation techniques are shown in Fig. 8.

To check the robustness of our method with respect to errors in the endogenous absorption coefficient estimation, we assumed that the endogenous absorption coefficient estimation $\mu_{am}$ deviates from the true value by 1% and built $G$, $\Phi$ and $A$ matrices. Fig. 9 shows the reconstruction results when erroneous endogenous absorption coefficients were used along with the application of optical and measurement masks, and with preconditioning matrix $A$. Visual inspection of the images shows that the reconstruction performance
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</tr>
<tr>
<td>$M_s$</td>
<td></td>
<td></td>
<td></td>
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</tr>
<tr>
<td>No masks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_s$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_d$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_s, M_d$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_A$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR(dB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CoSaMP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No masks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_s$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_d$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_s, M_d$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_A$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR(dB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP-inter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No masks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_s$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_d$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_s, M_d$</td>
<td></td>
<td></td>
<td></td>
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Fig. 7. The reconstructed digital mouse phantom images using greedy algorithms (1% noise, isosurfaces plotted at 50% of the maximum values).

Fig. 6. An illustration of the digital mouse phantom.

![Digital mouse phantom illustration](image-url)
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II. S. HICON PHANTOM EXPERIMENT

In this section, we present the effect of using $M_s$ and $M_d$ on the coherence of the forward sensing matrix and the reconstructed images using real data collected in a silicon phantom experiment. The effect of preconditioning the $A$ as described in subsection V-B on the coherence of the forward matrix and the reconstructed images using real data is presented in [37].

A. Real Phantom Configuration

Fig. 10(a) shows an illustration of the cylindrical phantom used in the experiment. The phantom was made of silicone rubber with diameter of about 2cm, and length of 4cm. The phantom had homogeneous absorption coefficient $\mu_a = 0.2\text{cm}^{-1}$ and scattering coefficient $\mu_s = 12\text{cm}^{-1}$ at both the excitation and emission wavelengths (743nm and 767nm). The silicon phantom contained a hollow cylindrical tube in the middle with approximately 3mm in diameter, which was filled with intralipid and ink to mimic the same optical properties as the background. The intralipid and ink contained 1 micromolar of Cy7 as the fluorophore. The cross section of the fluorophore yield at $z = 1\text{cm}$ is shown in Fig. 10(b).

![The silicon phantom](image1)

![The cross section of the fluorophore yield at z = 1cm (middle) of the silicon phantom](image2)

The FDOT measurements were collected using the FDOT imaging system reported in [46]. Specifically, focused colimated laser beams were used as point light sources to excite the fluorophore. We had 60 point sources in total. The fluorescence measurements were collected by an electrically cooled CCD camera. The reading of the detector was recorded as the mean value of a subregion with $5 \times 5$ pixels around each detector location. We selected 60 detector locations. The

decreases. Nevertheless, the tumors are still identifiable and the reconstructed images are visually better than the images reconstructed without the masks shown in Fig. 7 and Fig. 8.

![The reconstructed digital mouse phantom images with 1% deviation of the maximum values](image3)

![The reconstructed digital mouse phantom images using convex relaxation algorithms (1% noise, isosurfaces plotted at 50% of the maximum values)](image4)
measurements due to each point sources were collected at the detectors. Assuming that the measurements obtained for each source-detector pair have high SNR, we approximated the measurements due to each illumination pattern as a linear combination of measurements due to a single source due to the linearity of (11) and (35). We discretized the imaging domain into $20 \times 20 \times 20$ voxels. Thus, the forward sensing matrix is of dimension 3600 by 8000.

B. Coherence of the FDOT Forward Matrix

Fig. 11. The normalized inner products and cumulative coherence of the forward matrix before and after applying optical and measurement masks in real silicon phantom experiment.

We evaluated the effect of $M_s$, $M_d$ and $M_A$ on the coherence of the forward matrix and on the quality of reconstructed images. Fig. 11(a) shows the largest 40% of all the normalized inner products between different columns of the forward sensing matrix, arranged in a descending order. Note that the remaining 60% of the normalized inner products between different columns are close to 0. $M_s$, $M_d$ and $M_A$ all decrease the normalized inner products between different columns. The relative percentages of the AUC as compared to the no-masks case are given in the box in Fig. 11(a).

Fig. 11(b) shows the cumulative coherence $M_1(k, A)$ of the forward matrix. We see a reduction in the average slope of each curve as shown in the box in Fig. 11(b).

C. Image Reconstruction

The cross section of the original phantom at $z = 1$ (middle) is shown in Fig. 10(b). The cross sections of the reconstructed fluorophore concentration maps of the silicon phantom using different greedy algorithms are shown in Fig.12 and those using convex relaxation techniques are shown in Fig.13. We observe that the application of $M_s$ and $M_d$ improves the reconstruction results for all algorithms. Similar to the numerical simulation results, the improvements in the visual quality are most noticeable when the greedy algorithms are used.

VIII. CONCLUSION

We presented a method of designing illumination and detection patterns for FDOT imaging to optimize the reconstruction of sparse fluorophore concentration maps. Based on the assumption of weak fluorophore, we formulated the FDOT
image reconstruction as a linearized inverse problem. In CS theory, accurate recovery of a sparse signal from an underdetermined linear system requires the underlying forward matrix to be incoherent. We showed that the FDOT forward matrix can be represented as the Kronecker product of two matrices. The first matrix is determined by the excitation light field, and the second matrix is determined by the Green’s function of the emission light field. We showed that the incoherence of the FDOT forward matrix is related to the incoherence of these two matrices and design preconditions to reduce the incoherence of these matrices. The preconditioners result in a set of intensity patterns for multiple spatially distributed sources illuminating the imaging domain simultaneously and a linear filter applied to the corresponding measurements collected at multiple spatially distributed detectors. To reconstruct the fluorophore concentration map, we used sparse signal recovery techniques, including both the greedy type and convex relaxation algorithms. We showed that the application of intensity patterns and filtering of the measurements in conjunction with sparse signal recovery techniques improves the visual quality of reconstructed images and reduces the mean square error in both numerical simulations and in a real phantom experiment.

Our approach can be viewed as a method of determining the optimal source and detector locations and source intensities. Given a fluorophore designed to accumulate in certain regions and anatomical a priori information, optimal geometry for source-detector locations and source intensities can be determined via numerical simulations prior to the imaging process. This may eliminate unnecessary illumination, optimize imaging process and result in better image quality than the conventional FDOT imaging process.

We note that the approach introduced in this work can be easily extended to nonlinear FDOT inverse problem within an iterative perturbation approach, and FDOT imaging with multiple modulation frequencies.

Finally, our method is not limited to FDOT imaging, it can be extended to other imaging reconstruction problems involving wave propagation, such as DOT [47], [48], electromagnetic and acoustic imaging whenever sparsity is sought.

**APPENDIX A**

**UPPER BOUNDS ON THE CUMULATIVE COHERENCE**

Let

\[ R(p, Q_k) = \sum_{|Q_k|=k, p \notin Q_k, q \in Q_k} |r_{Ap,q}|, \]

(63)

and

\[ R(p_0, Q_{k_0}) = M_1(k, A) \max_{p \in Q_{k_0}} R(p, Q_k) \] such that \(|Q_k| = k \) and \( p \notin Q_k \).

(64)

Note that

\[ R(p_0, Q_{k_0}) = \sum_{q \in Q_{k_0}} r_{p_0q}^{2} \sum_{q \in Q_{k_0}} (r_{p_0q}^{2} + r_{q_0p}^{2}) \leq \frac{1}{2} \sum_{q \in Q_{k_0}} (r_{p_0q}^{2} + r_{q_0p}^{2}). \]

(65)

Let \( \Phi \) and \( \tilde{G} \) denote the \( \Phi \) and \( G \) matrices with their columns normalized to unity; and \( \Phi_{Q_{k_0}} \) is the \( N \times k \) submatrix of \( \Phi \) composed of the columns in \( Q_{k_0} \), and \( \tilde{G}_{Q_{k_0}} \) is the \( N \times k \) submatrix of \( G \) composed of the columns in \( Q_{k_0} \). Thus, we have

\[ \sum_{q \in Q_{k_0}} (r_{p_0q}^{2} + r_{q_0p}^{2}) = ||\tilde{\Phi}^{T}_{Q_{k_0}} \tilde{\Phi}_{p_0}||^{2} + ||\tilde{G}^{T}_{Q_{k_0}} \tilde{P}_{p_0}||^{2} \leq \lambda_{\max_{g}} \lambda_{\max_{g}} + \lambda_{\max_{g}} \]

(66)

where \( \lambda_{\max_{g}} \) is the maximum eigenvalue of the \( k \times k \) matrix \( H_{g} = \tilde{\Phi}^{T}_{Q_{k_0}} \tilde{\Phi}_{Q_{k_0}} \) and \( \lambda_{\max_{g}} \) is the maximum eigenvalue of the \( k \times k \) matrix \( H_{g} = \tilde{G}^{T}_{Q_{k_0}} \tilde{G}_{Q_{k_0}} \). The maximum value of \( \lambda_{\max_{g}} \) and \( \lambda_{\max_{g}} \) is \( k \). From (64)-(66),

\[ M_1(k, A) \leq \frac{1}{2} (\lambda_{\max_{g}} + \lambda_{\max_{g}}). \]

(67)

Let \( H_{g} = \tilde{\Phi}^{T} \tilde{\Phi} \) and \( H_{g} = \tilde{G}^{T} \tilde{G} \) denote the Gram-type matrix, and let \( \lambda_{\sigma_1} \geq \lambda_{\sigma_2} \geq \ldots \geq \lambda_{\sigma_N} \geq 0 \) denote the nonzero eigenvalues of \( H_{g} \), \( \lambda_{\sigma_1} \geq \lambda_{\sigma_2} \geq \ldots \geq \lambda_{\sigma_N} \geq 0 \) denote the nonzero eigenvalues of \( H_{g} \). Then, we have

\[ ||H_{g} - I_N||_{F}^{2} = \sum_{i=1}^{N} \lambda_{\sigma_i} - N \] and \( ||H_{g} - I_N||_{F}^{2} = \sum_{i=1}^{N} \lambda_{\sigma_i} - N \). \]

(68)

We derive the ratio, \( r_{1} \), between \( \lambda_{\max_{g}} \) and \( ||\tilde{\Phi}^{T} \tilde{\Phi} - I_N||_{F}^{2} \) as follows:

\[ r_{1} = \frac{\lambda_{\max_{g}}}{||\tilde{\Phi}^{T} \tilde{\Phi} - I_N||_{F}^{2}} = \frac{\lambda_{\max_{g}}}{\sum_{i=1}^{N} \lambda_{\sigma_i} - N} \leq \frac{k}{\lambda_{\sigma_1} + \frac{(N-\lambda_{\sigma_1})}{N-1} N - \lambda_{\sigma_1}}. \]

(69)

The first inequality holds because the squared summation of the eigenvalues is minimal, if all the eigenvalues \( \lambda_{\sigma_i} \) are equal to each other (\( \lambda_{\sigma_i} = \frac{N-1}{N} \lambda_{\sigma_1} \)). The second inequality holds since \( \lambda_{\max_{g}} \) has the maximum value \( k \).

The upper bound derived in (69) is not tight for large \( k \) values. In this case, we note that \( \tilde{\Phi}_{Q_{k_0}} \) is a submatrix of \( \Phi \). Thus \( \lambda_{\sigma_1} \geq \lambda_{\max_{g}} \) we have

\[ r_{1} = \frac{\lambda_{\max_{g}}}{||\tilde{\Phi}^{T} \tilde{\Phi} - I_N||_{F}^{2}} \leq \bar{r}_{1} \]

(71)

where \( \bar{r}_{1} = \min\left\{ \frac{k N_{\sigma_1}}{N_{\sigma_1}^{2} - N_{\sigma_1}}, \frac{N_{\sigma_1} - 1}{2(N_{\sigma_1}^{2} - N_{\sigma_1})} \right\} \).

Following similar steps as above, we derive the ratio, \( r_{2} \), between \( \lambda_{\max_{g}} \) and \( ||\tilde{G}^{T} \tilde{G} - I_N||_{F}^{2} \) and obtain

\[ r_{2} = \frac{\lambda_{\max_{g}}}{||\tilde{G}^{T} \tilde{G} - I_N||_{F}^{2}} \leq \bar{r}_{2} \]

(72)

where \( \bar{r}_{2} = \min\left\{ \frac{k N_{\sigma_1}}{N_{\sigma_1}^{2} - N_{\sigma_1}}, \frac{N_{\sigma_1} - 1}{2(N_{\sigma_1}^{2} - N_{\sigma_1})} \right\} \).

From (67), (71) and (72),

\[ M_1(k, A) \leq \frac{\bar{r}_{1} + \bar{r}_{2}}{2} \left( ||\tilde{\Phi}^{T} \tilde{\Phi} - I_N||_{F}^{2} + ||\tilde{G}^{T} \tilde{G} - I_N||_{F}^{2} \right). \]

(73)
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