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Abstract—In Part 1 of this paper, we present a passive synthetic aperture imaging and velocity estimation method for ground moving targets using a network of passive receivers. The method involves inversion of a Radon transform-type forward model via a novel filtered backprojection approach combined with entropy optimization. The method is applicable to non-cooperative transmitters of opportunity where the transmitter locations and transmitted waveforms are unknown. Furthermore, it can image multiple targets moving at different velocities in arbitrary imaging geometries. In this paper, we present a detailed analysis of the performance of our method. First the resolution analysis in position and velocity spaces is presented. The analysis identifies several factors that contribute positively or negatively toward position and velocity resolution. Next, we present a novel theory to analyze and predict smearing artifacts in position images due to error in velocity estimation of moving targets. Specifically, we show that small errors in the velocity estimation result in small positioning errors. We present extensive numerical simulations to demonstrate the theoretical results. While our primary interest lies in radar, the theory, methods, and algorithms introduced in this paper are also applicable to passive acoustic, seismic, and microwave imaging.

Index Terms—Synthetic aperture radar, passive imaging, passive radar, filtered backprojection, velocity estimation, resolution analysis, position error.

I. INTRODUCTION

IN RECENT years, there has been growing interest in passive radar due to ever increasing radio frequency (RF) sources of opportunity, such as cell phone, TV, and radio broadcasting stations [1]–[11]. Additionally, passive radar systems are an attractive solution because of their inherent cost, simplicity, and stealth advantages. The problem of passive synthetic aperture imaging of moving targets is important, since targets of interest are often mobile. In Part 1 of this two-part study [12], we introduce a method of passive imaging of ground moving targets using a network of airborne receivers and non-cooperative transmitters of opportunity. In this paper, we derive and analyze the performance of the imaging method that we introduced in Part 1. We present a resolution analysis on position and velocity and introduce a theory to analyze and predict smearing artifacts in the reconstructed position images due to incorrect velocity information. The investigation of achievable position and velocity resolution and error in target positioning due to velocity errors are important in designing and optimizing passive SAR imaging systems.

In Part 1, we present a novel forward model and an FBP-type image reconstruction combined with entropy optimization to reconstruct the radiance (position) images and to estimate 2D velocities of ground targets. The forward model is based on the correlation of the received signals from multiple moving receivers. We design a backprojection operator and analyze its point spread function. The analysis shows that when the velocity of a scatterer/target is correctly estimated, the backprojection puts the target at the correct position and orientation in the image. The filter is designed to get the strength of targets correctly. We reconstruct a stack of radiance images, each corresponding to a fixed, hypothesized velocity for a range of velocities. We analyze this stack of images using entropy as a measure of focus in order to estimate target velocities. The method is capable of imaging and estimating the velocities of multiple moving targets. While the method does not explicitly consider clutter, numerical simulations show that the entropy is a robust metric in estimating target velocities in relatively low signal-to-clutter ratios.

In Part 2 of this study, we examine the performance of the algorithm in two ways. First, we analyze the resolution of both target position and velocity estimation by looking at the bandwidth of range and spatial Doppler, respectively, available in the correlated data. Our analysis identifies several parameters related to transmitted waveforms and imaging geometry that contribute to position and velocity resolution. Next, we introduce a theory to analyze and predict smearing artifacts that appear in reconstructed radiance images due to the use of an incorrect hypothesized velocity in backprojection. The theory describes how velocity errors translate into positioning errors and the coupling between accurate target positioning and velocity estimation. We derive an analytic formula that relates the positioning errors/smearing caused by moving targets in images reconstructed using erroneous velocity information. This formula can be used for multiple purposes, both for the analysis and prediction of position errors arising from incorrectly hypothesized velocities, and understanding smearing artifacts in position images due...
Section V. Finally, the paper is concluded in Section VI.

Section II reviews the forward model, image reconstruction, and velocity estimation algorithms from Part 1 of the study. Section III analyzes the position (radiance) resolution of the image reconstruction, assuming our hypothesized velocity is equal to the true velocity of the moving scene. Then, the image reconstruction, assuming our hypothesized velocity is removed. Numerical simulations are then presented in Section IV. We present a theory and an analytic formula to show how the position and velocity errors are coupled. Numerical simulations are then presented in Section V. Finally, the paper is concluded in Section VI.

II. OVERVIEW

This section briefly summarizes the forward model, radiance image reconstruction and velocity estimation methods described in Part 1 of this study to establish notation.

A. Forward Model

In radar signal processing, a target is typically an object of interest in a scene that is being imaged. The term clutter is used for scattering objects that are not of interest. Note that we use the term scatterer for point targets. Thus, targets can be a composed of a single or multiple scatterers.

We denote the location of the trace on the ground by \( x = [x, \psi(x)] \in \mathbb{R}^3 \), where \( x = [x_1, x_2] \in \mathbb{R}^2 \) and \( \psi \) is a known, smooth function for ground topography, i.e., \( x_3 = \psi(x) \). Since the targets are moving on the ground, the 3D velocity \( v_x \) of a moving scatterer located at \( x \) at some reference time is given by \( v_x = [v_x, \nabla_x \psi(x) \cdot v_x] \) where \( \nabla_x \psi(x) \) is the radian of the cross-correlation.

We assume that there are \( N \) airborne receivers traversing trajectories \( y_i, i = 1, \ldots, N \) and a single transmitter of opportunity located at \( y \). Under the assumption that the range variation due to targets and receivers’ movement within one pulse transmission and reception is negligible [13], the received signal can be modeled as

\[
 f_i(s, t) = \int e^{-i\omega[t - (x - y)(x - y)]/c_0} e^{i\omega[(x - y)(x - y)] - v_x(x - y) - (x - y)} dvol(x),
\]

where \( s \) denotes the slow-time or synthetic aperture sampling interval, \( t \) denotes fast-time, \( A_i \) is a slow-varying function of frequency \( \omega \) that depends on the transmitted waveform and geometric spreading factors, and \( \rho \) is the 2D ground reflectivity function at the beginning of the synthetic aperture \( s = 0 \).

We next cross-correlate the received signals \( f_i, i = 1, \ldots, N \) from different receivers and arrive at the forward model

\[
d_{ij}(s, t) = \mathcal{F}[r](s, t), \quad i, j = 1, \ldots, N, \quad i \neq j
\]

where \( d_{ij} \) denotes the cross-correlated received signal from the \( i \)th and \( j \)th receivers and \( \tau \) denotes hitichkner fast-time, and

\[
 A_{ij}(\omega, x, v) = A_{Rij}(\omega, x, v) \frac{R_{ij}(\omega, x)}{(4\pi)^2|x + v_x s - y|^2},
\]

\[
 R_{ij}(\omega, x, s) = |x - y_j(s)| - |x - y_j(s)|,
\]

\[
 B_{ij}(\omega, x, s) = [A_i(x, s) \rho(x, v)] \cdot v_x,
\]

where \( \hat{x} \) denotes the unit vector in the direction of \( x \). \( A_{ij} \) is a slow-varying function of \( \omega \) satisfying the assumption (17) in [12]. \( r(x, v) \) is the phase-space radiance function defined by \( r(x, v) \approx R_p(x, \phi(t, v_x)) \) where \( R_p \) is the 2D scene radiance and \( \phi(v, v_x) \) is a smooth function of \( v \) that approximates \( \delta(v - v_x) \).

Let \( \phi_{ij}(x, v, s) = R_{ij}(x, s) + B_{ij}(x, v, s) \).

Then, the phase of \( \mathcal{F} \) is

\[
 \omega[1 - \frac{1}{c_0} \phi_{ij}(x, v, s)]
\]

and its amplitude is \( A_{ij} \).

B. Image Formation

For a given hypothesized velocity \( v_h \), we form a position image via the following filtered backprojection operator:

\[
 \mathcal{K}[d_{ij}](x') = \int_{t} d_{ij}(s, t) Q_{ij}^h(\omega, v_h, \tau) dv_h ds dt
\]

where \( Q_{ij} \) is the filter that varies slowly with \( \omega \) derived in [12]. The final image is formed by coherently summing over all pairs of images:

\[
 \hat{r}_{ij}(x') = \sum_{ij} \hat{r}_{ij}^h(x').
\]

Note that under the assumption that \( A_{ij} \) and \( Q_{ij} \) are slow-varying functions of \( \omega \), both \( \mathcal{F} \) and \( \mathcal{K} \) become Fourier Integral Operators (FIO).

The point spread function (PSF) analysis in [12] shows that irrespective of the choice of \( Q_{ij} \), the backprojection operator positions the scatterer located at \( x \) in the scene correctly in the reconstructed image whenever \( v_h = v_x \). Additionally, we design the filter \( Q_{ij} \) so that the PSF function is approximately \( \delta(x - x') \) whenever \( v_h = v_x \). This filter is found to be

\[
 Q_{ij}(\xi_{ij}, x', v_h) = \frac{\chi A_{ij}(\xi_{ij}, x', v_h) |\omega|}{|A_{ij}(\xi_{ij}, x', v_h)|^2 c_0} \times |\Xi_{ij,1} \hat{\Xi}_{ij,2} - \Xi_{ij,2} \hat{\Xi}_{ij,1}|,
\]
where $\Xi_{ij} = [\Xi_{ij,1}, \Xi_{ij,2}]$, with
\[
\Xi_{ij}(s, x', v) = \nabla_x [-R_{ij}(x, s) - B_{ij}(x, v, s)]|_{x=x'}
\] (11)
and
\[
\xi_{ij} = \frac{\omega}{c_0} \Xi_{ij}(s, x', v). \tag{12}
\]
$\chi_\Omega$ is a smooth cut-off function to prevent division by zero, $\Omega$ is the set of points $x'$ where $A_{ij}(\omega_0, s, x, v) \neq 0$ and $A_{ij}^*$ denotes the complex conjugate of $A_{ij}$.

C. Velocity Estimation Algorithm

To estimate the velocity of the moving targets, a stack of images is formed by filtering and backprojecting the correlated data over a range of hypothesized velocities. Minimum entropy is then used as a measure of focus for each image. Entropy is computed for each image by
\[
En(v_h) = - \sum_{x'} p(\hat{f}(x', v_h)) \log[p(\hat{f}(x', v_h))], \tag{13}
\]
where $p$ is a normalized histogram for the discrete image. Since moving targets are focused more sharply when their hypothesized velocity is correct, target velocities are determined by the local minima of $En$ over the range of hypothesized velocities.

In the following two sections, we analyze position and velocity resolutions and the positioning errors due to incorrect estimation of target velocities.

III. RESOLUTION ANALYSIS

This section analyzes the resolution in the available data for both position and velocity. This tells us which factors are important to focus on for increasing the resolution in each of these dimensions, allowing for more accurate image reconstruction and velocity estimation. First, we study the resolution in reconstructing a position image for the correct hypothesized velocity. Afterward, the velocity resolution available in the data is analyzed.

A. Resolution of Reconstructed Position Images

To analyze the resolution of the reconstructed images, we analyze the bandwidth of the point spread function. Recall that the PSF of the imaging operator $K$ is the kernel of the image fidelity operator $K_\mathcal{F}$. When the hypothesized velocity $v_h$ is equal to the correct velocity $v_X$ and the filter $Q_{ij}$ is chosen as in (10), for a given pair of receivers this kernel is approximated by
\[
L_{ij}(v_h, v_h)(x, x') = \int_{\Omega_{ij}} e^{i(x-x') \xi_{ij} d\xi_{ij}}, \tag{14}
\]
where
\[
\Omega_{ij} = \{\xi_{ij} : \xi_{ij} = \frac{\omega}{c_0} \Xi_{ij}(s, x', v_h), \quad x' \in \text{supp}(A_{ij}^* Q_{ij}), \} \tag{15}
\]
The point spread function shows that the reconstructed image is a band-limited version of the original image, with a bandwidth determined by the data collection manifold, $\Omega_{ij}$. Alternatively, we can interpret the vector $\xi_{ij}$ as the Fourier vector that contributes to the reconstruction of the pixel at $x'$. Thus, to obtain good resolution at $x'$, it is desirable for this vector to span a wide range of angles and have a large magnitude. The bandwidth contribution of $\xi_{ij}$ to the reconstructed image is
\[
\xi_{ij} = \frac{\omega}{c_0} \left[ D\psi(x')(\hat{x}' - \hat{y}_j(s) - (x' - \hat{y}_j(s))) \right]
\]
\[
- D\psi(x') \cdot v_x^s + \hat{v}_x^s \psi(x') \cdot (\psi(x') - \hat{y}_j^3(s)s)
\]
\[
+ D\psi(x') \cdot v_x^s + \hat{v}_x^s \psi(x') \cdot (\psi(x') - \hat{y}_j^3(s)s) s, \tag{16}
\]
where
\[
D\psi(x) = \begin{bmatrix} 1 & 0 & \frac{\partial \psi(x)}{\partial x_1} \\ 0 & 1 & \frac{\partial \psi(x)}{\partial x_2} \end{bmatrix}, \tag{17}
\]
and
\[
v_x^s = v - (x - \hat{y}_j(s))[(x - \hat{y}_j(s)) \cdot v], \tag{18}
\]
\[
v_y^s = v - (x - \hat{y}_j(s))[(x - \hat{y}_j(s)) \cdot v]. \tag{19}
\]
The $D\psi(x)$ matrix projects a 3D vector onto the tangent plane of the ground topography. Note that $v_x^s$ represents the component of the target velocity in the direction perpendicular to the look direction, $(x - \hat{y}_j(s))$ of the $r$th receiver.

For flat topography, (16) simplifies to
\[
\xi_{ij} = \frac{\omega}{c_0} D\psi(x') \left[ \frac{[(x' - \hat{y}_j(s)) - (x' - \hat{y}_j(s))]}{|x' - \hat{y}_j(s)|^2} \right]
\]
\[
+ \frac{v_x^s}{|x' - \hat{y}_j(s)|^2} - \frac{v_y^s}{|x' - \hat{y}_j(s)|^2}, \tag{20}
\]
where
\[
D\psi(x) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \tag{21}
\]

From this equation we can make conclusions about the resolution of the reconstructed image. First, we see that the bandwidth of the transmitted waveform, $f = \omega/2\pi$, directly contributes to the magnitude of $\xi_{ij}$, and increasing this parameter yields a corresponding increase in reconstructed image resolution.

If we assume a stationary scene, the two $v^s$ terms vanish and we are left with the hitchhiker look direction, which is the difference in antenna look directions $(x' - \hat{y}_j(s)) - (x' - \hat{y}_j(s))$ projected onto the tangent plane of the ground topography. The magnitude of this term is proportional to the hitchhiker angle $\theta_h$, which is the angle between these 3D vectors:
\[
|[(x' - \hat{y}_j(s)) - (x' - \hat{y}_j(s))]| = 2|\sin(\theta_h/2)|. \tag{22}
\]
This angle is depicted in Fig. 1. When this angle is small the antennas are close together, and this term will approach zero. For the best resolution, the sine function should be maximized by forcing $\theta_h = 180^\circ$, i.e., a larger the hitchhiker angle increases the position resolution.

Additionally, the bandwidth contribution of $\xi_{ij}$ to the reconstructed image is affected by the target velocities.
To understand the contribution of the velocity of moving targets to position resolution, we decompose $\xi_{ij}$ into two components

$$L_{ij} = L_{ij}(x', s) = (x' - \gamma_j(s)) - (x' - \gamma_i(s)), \quad (23)$$

$$V_{ij} = V_{ij}(x', v, s) = \frac{v_j^i + s}{|x' - \gamma_j(s)|} - \frac{v_j^i}{|x' - \gamma_i(s)|}, \quad (24)$$

where (23) denotes the hitchhiker look direction and (24) defines the velocity components of $\xi_{ij}$ given in (20). Assuming that $|v_j^i + s| \ll |x' - \gamma_j(s)|$ for all $i$, we make the following approximation

$$|L_{ij} + V_{ij}| \approx |L_{ij}| + L_{ij} \cdot V_{ij}. \quad (25)$$

From this equation, we see that the bandwidth contribution is proportional to the component of the velocity term in the hitchhiker look direction. $v_j^i$ is orthogonal to the look direction of antenna $i$ and $v_j^i$ is orthogonal to the look direction of antenna $j$, i.e.,

$$(x' - \gamma_i(s)) \cdot v_j^i = 0, \quad (26)$$

$$(x' - \gamma_j(s)) \cdot v_j^i = 0. \quad (27)$$

Therefore, the dot product simplifies to

$$\hat{L}_{ij} \cdot V_{ij} = \frac{1}{|L_{ij}|} \left[ \frac{(x' - \gamma_i(s)) \cdot v_j^i + s}{|x' - \gamma_j(s)|} + \frac{(x' - \gamma_j(s)) \cdot v_j^i}{|x' - \gamma_i(s)|} \right]$$

$$= \frac{|v|}{2 |\sin(\theta_i/2)|} \left[ \frac{\sin(\theta_j) \cos(\theta_j/2) + \sin(\theta_i) \cos(\theta_i/2)}{|x' - \gamma_j(s)|} + \frac{\sin(\theta_j) \cos(\theta_j/2) + \sin(\theta_i) \cos(\theta_i/2)}{|x' - \gamma_i(s)|} \right]$$

$$= \frac{|v|}{2 |\sin(\theta_i/2)|} \left[ \frac{\sin(\theta_j) \cos(\theta_j/2) + \sin(\theta_i) \cos(\theta_i/2)}{|x' - \gamma_j(s)|} + \frac{\sin(\theta_j) \cos(\theta_j/2) + \sin(\theta_i) \cos(\theta_i/2)}{|x' - \gamma_i(s)|} \right]$$

where $\theta_i$ and $\theta_j$ are the angles between the velocity vector and look directions of antennas $i$ and $j$, respectively. We see that the sine of the hitchhiker angle is present in the denominator in this term. However, since this term is generally much smaller than $L_{ij}$, the overall resolution is still improved with a larger hitchhiker angle. The angle $\theta_i^\perp$ is the angle between the antenna $i$ look direction and the component velocity perpendicular to antenna $j$. In this expression, the distances between the scene and each of the receivers, $|x' - \gamma_j(s)|$ and $|x' - \gamma_i(s)|$, are negatively correlated with the magnitude of $\xi_{ij}$. Therefore, the closer the antennas are to the scene of interest, the better the resulting image resolution. In addition, the magnitude is also directly proportional to the magnitude $|v|$, so the resolution also increases with the speed of the moving target. The angles between the velocity-related vectors and antenna look directions play the largest role when the antennas are far apart, at approximately a hitchhiker angle of 90°. For example, in this scenario, the $v_j^i$ vector will be mostly aligned with the antenna $i$ look direction. Finally, the $v_j^i$ vectors themselves will be largest when the velocity vectors are perpendicular to the antenna look directions where there is a large tangential velocity component.

High image resolution also requires a wide angular diversity in $\xi_{ij}$ vectors. The direction of $\xi_{ij}$ is determined largely by the hitchhiker look direction. The angular span of the $\xi_{ij}$ vectors in the data collection manifold is determined by the “effective” length of the aperture. Assuming that appropriate flight trajectories are chosen, the aperture length is directly proportional to the length of $s$ and the number of receiver pairs. Fig. 2 shows the set of Fourier vectors, $\xi_{ij}, i, j = 1, 2, 3$ obtained by three receivers each traversing a 45° arc over a circular aperture in tandem for a set of slow-time values. We see that each pair of receivers collects $\xi_{ij}$ vectors spanning a different range of directions for the same set of slow-time values. The angular range of the Fourier vectors for each pair depends on the length of slow-time and the magnitude of the Fourier vectors depends on the hitchhiker look-direction for a fixed coherent processing interval (CPI). Hence a large number of receivers can be used to collect high resolution information in a relatively short CPI. This may be advantageous in imaging fast maneuvering targets.
and a moving receiver located at \( \gamma \) of the circle. This is not the case for the \( \xi \) hyperbola. In classical monostatic SAR configuration with flat topography, where the underlying manifold is a circle, \( \xi \) vector is aligned with the radius of the circle. This is not the case for the \( \xi \) vector associated with the hitchhiker modality. Nevertheless, we use these specific directions so that the analysis can be understood in familiar terms.

Table I summarizes these conclusions. Under most conditions, the stationary term will dominate, since the velocity component is normalized by the antenna ranges. The dominating parameters here are represented in the first part of the table above the horizontal line. However, when this stationary term becomes small it can still be affected by the velocity component. These parameters are shown in the second part of the table.

### B. Resolution Analysis for a Simplified Imaging Geometry

We assume a stationary receiver located at \( \gamma_1(s) = [0, 0, h] \) and a moving receiver located at \( \gamma_2(s) = [0, s, h] \), where \( h \) is the height of both receivers and \( s \in [-s_1, s_1] \).

The kernel of the image fidelity operator, the point spread function, contains the resolution information, and is of the form

\[
K(x, z) = \int_{\Omega_x} e^{i(x-z)\xi} d\xi,
\]

where the limits of integration is determined by the data collection manifold \( \Omega_x \). The \( \xi \) vector for a flat ground topography is given in (20)-(21). Since the distance travelled by a target is typically much smaller than the range of the antennas, for the rest of our analysis, we assume that

\[
\xi \approx \frac{\omega}{c_0} D\psi[(x - \gamma_1(s)) - (x - \gamma_2(s))].
\]

With the established coordinate system, we now consider the point spread function for the classical “azimuth” and “range” directions\(^1\) separately. In the “azimuth” direction, we take the points \( x = [a, x_2, 0] \) and \( z = [a, z_2, 0] \), and the point spread function integration simplifies to

\[
K(x, z) = \int e^{i(x_2-z_2)\xi_2} d\xi_2,
\]

where

\[
\xi_2 = \frac{\omega}{c_0} \frac{\left[ x_2 \right]}{|x - \gamma_1(s)|} - \frac{x_2 - s}{|x - \gamma_2(s)|}
\approx \frac{\omega}{c_0} \frac{s}{R}
\]

(32)

where we assume \( R = |x - \gamma_1(s)| \approx |x - \gamma_2(s)| \) is the range from the receivers to the target. The limits of integration are then \([\frac{-\omega s_1}{c_0}, \frac{\omega s_1}{c_0}]\), and the point spread function in the azimuth direction becomes

\[
K(x, z) \propto \text{sinc} \left( \frac{x_2 - z_2}{\frac{c_0 R}{\omega s_1}} \right).
\]

This point spread function has a peak-to-null resolution of \( \frac{c_0 R}{\omega s_1} \). The antenna beamwidth, however, is proportional to \( 2R/\lambda \), where \( \lambda \) is the size of the antenna, so the resolution becomes

\[
\frac{R \lambda}{2s_1} \frac{L}{2R \lambda} = \frac{L}{4s_1}
\]

and we see that resolution becomes solely a function of the synthetic aperture length \( s_1 \).

In the “range” direction, we take the points \( x = [x_1, a, 0] \) and \( z = [z_1, a, 0] \), and the point spread function integration simplifies to

\[
K(x, z) = \int e^{i(x_1-z_1)\xi_1} d\xi_1,
\]

where

\[
\xi_1 = \frac{\omega}{c_0} \frac{x_1}{|x - \gamma_1(s)|} - \frac{x_1}{|x - \gamma_2(s)|}
= \frac{\omega}{c_0} \sin \psi_t \cos \theta_h \sin \theta_h
\]

(36)

where \( \theta_h \) is the angle between the synthetic aperture and the first antenna look direction, \( \theta_h \) is the hitchhiker angle, and \( \psi_t \) is the elevation angle between the synthetic aperture and target, as shown in Fig. 3. This equation shows that the resolution in the range direction is determined primarily by the bandwidth of the transmitted waveform and the hitchhiker angle.

### C. Velocity Resolution

Our image formation method reconstructs position images for a discrete set of velocities in a given range. The sampling of the velocity range is limited by the velocity resolution

\[
\text{TABLE I}
\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Increase (†)</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal bandwidth ( f = \omega/2\pi )</td>
<td>↑</td>
<td>↓</td>
</tr>
<tr>
<td>Hitchhiker angle ( \sin(\theta_h/2) )</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Distance (</td>
<td>\xi - \gamma_1(s)</td>
<td>,</td>
</tr>
<tr>
<td>Target speed</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Angles between antenna look direction and target velocity ( \theta, \theta_t )</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Aperture length ( s )</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Number of receivers</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

\(1\)The classical notions of azimuth and range are no longer meaningful for the hitchhiker modality since the underlying manifold is not a circle, but a hyperbola. In classical monostatic SAR configuration with flat topography, where the underlying manifold is a circle, \( \xi \) vector is aligned with the radius of the circle. This is not the case for the \( \xi \) vector associated with the hitchhiker modality. Nevertheless, we use these specific directions so that the analysis can be understood in familiar terms.
available in the acquired data. To understand the velocity resolution and how finely the range of velocities can be discretized, we analyze the velocity bandwidth available in the data using the forward model (2).

We rewrite the forward model (2) in the following alternative form

\[ F(r, t) = \int e^{i\xi \cdot v_c - io[t - R_{ij}(s, x)]/c_0} \times A_{ij}(\omega, s, x, v)r(x, v) dxdvd\omega \]  

(37)

where

\[ \xi = \cos[(x - \gamma_1(s)) - (x - \gamma_j(s))]. \]  

(38)

We can now interpret \( \xi \) as the Fourier vector associated with the velocity of the scatterer located at \( x \) at \( s = 0 \). In an analogous fashion to the \( \xi \) vector in Equation (14), the \( \xi \) vector provides information about the resolution in the velocity space. Directional diversity, as well as the length of this vector, determine the velocity resolution available in the correlated data \( d_{ij} \). There are three factors that determine the length and direction of \( \xi \): the bandwidth of the transmitted waveform, the synthetic aperture length and hitchhiker look direction. All three factors agree with intuition. Larger transmitted waveform bandwidth implies shorter processing windows and hence finer acquisition of range variation from one processing window to another which translates into finer velocity information. Longer aperture length shows that more information about the target velocity can be acquired as the target moves farther away from its original location. Both of these parameters are scaled by the length of the hitchhiker look direction vector, which is maximized when the hitchhiker angle is 180°.

Similarly to the position error simulation, the angle of the \( \xi \) vector is determined by the hitchhiker look direction. Therefore, angular diversity in the \( \xi \) vector is improved by a large synthetic aperture length as well as multiple receiver pairs. These parameters are summarized in Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Increase (?)</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted waveform bandwidth</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Aperture length ( l )</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Hitchhiker angle ( \theta_h )</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Number of receivers</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

IV. POSITION ERROR ANALYSIS IN RECONSTRUCTED IMAGES DUE TO INCORRECT VELOCITY

This section addresses the following important questions in passive SAR imaging of moving targets:

1) Passive SAR images of moving targets reconstructed under the stationary scene assumption contain positioning errors or smearing artifacts. Given the imaging geometry and target velocities, can we develop a theory to analyze and predict the positioning errors in SAR images? In return, such a theory can be utilized to determine target velocities.

2) We have shown in Part 1 [12] of our study that radiance images can be focused if the target velocities are known a priori or correctly estimated. Based on this result, we reconstruct radiance images for a set of hypothesized velocities and select the velocity that yields the best focus. However, both the discretized hypothesized velocity and the estimated velocity may not be identically equal to the true velocity of the targets. Thus, if the hypothesized or estimated target velocity deviates from the true velocity, what would be the positioning errors in radiance images? Furthermore, if a small error is made in the hypothesized or estimated target velocity, is the resulting positioning error small? In other words, is our method of reconstructing radiance (position) images robust with respect to error in velocity estimation?

To analyze and predict positioning errors due to moving targets or erroneous velocity estimation, we use microlocal analysis, specifically the results that explain how the edges or scatterer locations in the scene are propagated into the reconstructed image by the filtered backprojection operator (8).

The concept of canonical relations explains how an FIO propagates scene information to acquired data for a given imaging geometry and other parameters. The Hörmander-Sato theorem, which relies on the composition of the canonical relations [14], [15], describes how the information acquired from the scene is propagated into the reconstructed image via the composition of the two FIOs defined as forward and inverse maps.

Recall that from Part 1 [12] that the phase of the image fidelity operator \( \mathcal{K} \mathcal{F} \) is given by

\[ \Phi_{ij}(\omega, s, x, x') = \phi_{ij}(x', v_h, s) - \phi_{ij}(x, v, s) \]

\[ = \frac{-i}{c_0} \left[ R_{ij}(x', s) - B_{ij}(x, v, s) \right] - R_{ij}(x, s) - B_{ij}(x, v, s) \]

(39)

where \( x \) and \( v \) are scene parameters or target position and velocity and \( x' \) is the image parameter and \( v_h \) is the hypothesized velocity for which the FBP image is formed. The Hörmander-Sato theorem tells us that a scatterer located at \( x, s = 0 \) moving with velocity \( v_x \) is formed at locations \( x' \) moving with velocity \( v_h \) that satisfy the two equations

\[ \partial_{x'} \Phi_{ij}(\omega, s, x', x') = \phi_{ij}(x', v_h, s) - \phi_{ij}(x, v, s) = 0, \]

\[ \partial_s \Phi_{ij}(\omega, s, x', x') = \phi_{ij}(x', v_h, s) - \phi_{ij}(x, v, s) = 0 \]

(40)

(41)

where \( \hat{\phi} \) denotes the derivative of \( \phi \) with respect to \( s \). Clearly, one of the solutions of (40) and (41) is \( x' = x \) when \( v_h = v_x \), which tells us that the scatter is reconstructed at the correct position (and orientation) whenever the hypothesized velocity of the scatterer is equal to its true velocity. Now let us assume that an error is made in the hypothesized velocity, i.e., \( v_h \) used in image reconstruction does not equal \( v = v_x \) but rather

\[ v_e = v_x + \epsilon \Delta v, \]

(42)

where \( \epsilon \Delta v \) is the error in hypothesized velocity and \( \epsilon \) is a small constant. The backprojection operator then maps the scatterer to an erroneous location \( x' + \Delta x' \) in the reconstructed...
image that satisfies the conditions
\[
\phi_i(x' + \Delta x', v + \epsilon \Delta v, s) - \phi_i(x, v, s) = 0, \tag{43}
\]
\[
\phi_j(x' + \Delta x', v + \epsilon \Delta v, s) - \phi_j(x, v, s) = 0, \tag{44}
\]
where \(\Delta x'\) denotes the positioning error due to velocity error \(\epsilon \Delta v\). Our objective is to determine an approximate expression for \(\Delta x'\) in terms of the velocity error \(\epsilon \Delta v\).

By making a Taylor series approximation around \(\epsilon = 0\) for each equation, we find the following relationships for position error:
\[
\Xi_{ij}(x', v, s) \cdot \Delta x' = -L_{ij}(x', s) \cdot \Delta v s \epsilon, \tag{45}
\]
\[
\ Dmit \Xi_{ij}(x', v, s) \cdot \Delta x' = L_{ij}(x', s) \cdot \Delta v s - L_{ij}(x', s) \cdot \Delta v s \epsilon, \tag{46}
\]
where \(L_{ij}(x', s)\) is the hitchhiker look direction
\[
L_{ij}(x', s) = [(x' - \gamma_i(s)) - (x' - \gamma_j(s))], \tag{47}
\]
and \(\Xi_{ij}(x', s)\) represents the derivative of \(L_{ij}(x', s)\) with respect to \(s\). It is given by
\[
\hat{L}_{ij}(x', s) = \frac{\gamma_i'(s)}{|\gamma_i'(s)|} - \frac{\gamma_j'(s)}{|\gamma_j'(s)|}, \tag{48}
\]
with
\[
\gamma_i'(s) = \gamma_i(s) - (x' - \gamma_j(s))[\gamma_j'(s) \cdot (x' - \gamma_j(s))], \tag{49}
\]
\[
\gamma_j'(s) = \gamma_j(s) - (x' - \gamma_j(s))[\gamma_j'(s) \cdot (x' - \gamma_j(s))]. \tag{50}
\]
See Appendix A for the derivation of (45) and (46).

Note that \(\gamma_i'(s)\) represents the component of the velocity of the \(i\)th receiver in the direction perpendicular to the look direction of the receiver.

Equations (45) and (46) represent the amount of position error in the direction of two different vectors: \(\Xi_{ij}\) and \(\hat{\Xi}_{ij}\).

To see the true error magnitude in each direction, we normalize the two equations with respect to the magnitude of these vectors and obtain
\[
\hat{\Xi}_{ij} \cdot \Delta x' = -\frac{1}{||\hat{\Xi}_{ij}||} L_{ij}(x', s) \cdot \Delta v s \epsilon, \tag{51}
\]
\[
\hat{\Xi}_{ij} \cdot \Delta x' = -\frac{1}{||\hat{\Xi}_{ij}||} \left[ L_{ij}(x', s) \cdot \Delta v s - L_{ij}(x', s) \cdot \Delta v s \epsilon \right]. \tag{52}
\]

It is important to note that the magnitude factor \(||\hat{\Xi}_{ij}||\) contains the range terms in the denominator. When we normalize the second equation and divide by this magnitude, the range terms multiply the error, which can result in a significant quantity. To understand this error relationship further, we analyze the simplified case of a short synthetic aperture viewing a small scene. Additionally, we assume the antenna ranges are of the same order: \(|x' - \gamma_i(s)| \approx |x' - \gamma_j(s)|\). Under these assumptions, we have the relationships
\[
L_{ij} \perp [\gamma_i'(s) - \gamma_j'(s)], \tag{53}
\]
\[
L_{ij} \approx \Xi_{ij}. \tag{54}
\]

Thus, the position errors in (51) and (52) further simplify to
\[
\hat{L}_{ij} \cdot \Delta x' = -\frac{1}{||\Xi_{ij}||} \left[ L_{ij}(x', s) \cdot \Delta v s - L_{ij}(x', s) \cdot \Delta v s \epsilon \right]. \tag{55}
\]
\[
\hat{\Xi}_{ij} \cdot \Delta x' = -\frac{1}{||\Xi_{ij}||} \left[ L_{ij}(x', s) \cdot \Delta v s - L_{ij}(x', s) \cdot \Delta v s \epsilon \right]. \tag{56}
\]

We look at two extreme cases: the velocity error perpendicular to the hitchhiker look direction and the velocity error parallel to the hitchhiker look direction. In the case where the velocity error is perpendicular to the hitchhiker look direction, \(\Delta v \perp L_{ij}\). Here, the first equation becomes zero and all of the position error is in the direction of \(\hat{\Xi}_{ij}\), as shown in the second equation. In the second case, where \(\Delta v \parallel L_{ij}\), we obtain a position error in both directions. This is because the first equation is only in the direction of \(L_{ij}\), while the second equation has both the hitchhiker look direction and perpendicular antenna velocity direction. These conclusions are summarized in Table III.

From the analysis presented in this section, we draw two important conclusions: 1. If a scene has moving targets and the backprojection image is reconstructed under the assumption that the scene is stationary, equations (51) and (52) quantify the smearing artifacts or positioning errors in the reconstructed image with \(\Delta v = -v_x\), where \(v_x\) corresponds to the target velocity at true position. 2. Equations (51) and (52) show that if the error in hypothesized velocity is in the order of \(\epsilon\), then the positioning errors in the FBP images are also in the order of \(\epsilon\). Hence, our image reconstruction method is robust.

In the following section, we numerically validate the analysis and theory presented in this and previous sections.

V. NUMERICAL SIMULATIONS

This section presents two sets of numerical simulations to demonstrate the different types of theoretical performance analysis presented in the previous sections. All of the simulations are performed with a square scene of size \([512 \times 512]\) meters discretized into \([128 \times 128]\) pixels, so that each pixel represents 4 square meters. The receiving antennas fly in a circular flight trajectory around the scene with a radius of 1.5 km, an altitude of 1 km, and a speed of 261 m/s. The number of receivers, distance traveled, and separation of receivers were all varied in order to demonstrate these individual effects on image resolution.

Since our image formation method is based on filtered backprojection onto iso-range curves, we need high resolution waveforms with large bandwidth. Some examples of waveforms applicable to our method would be wireless network signals (WiFi), digital video broadcasting terrestrial (DVB-T) signals, and WiMAX waveforms. These signals have bandwidths in the MHz range [9], [16]. The transmitter is a stationary tower located outside the circular flight trajectory at a distance of about 2.1 km from the center of the scene. The transmitter uses a rectangular pulse of various lengths to demonstrate the impact of signal bandwidth on

<table>
<thead>
<tr>
<th>Case</th>
<th>Error in (L_{ij})</th>
<th>Error in (\hat{L}_{ij})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity error perpendicular to look direction ((\Delta v \perp L_{ij}))</td>
<td>None</td>
<td>-(\hat{L}_{ij} \cdot \Delta v s)</td>
</tr>
<tr>
<td>Velocity error parallel to look direction ((\Delta v \parallel L_{ij}))</td>
<td>-(L_{ij} \cdot \Delta v s)</td>
<td>-(\hat{L}_{ij} \cdot \Delta v s)</td>
</tr>
</tbody>
</table>
Fig. 4. Setup for the simulations. The receivers move in a circular trajectory with a radius of 1.5 km, while the transmitter is stationary outside of the scene. The scene size is $[512 \times 512]$ m.

The data was generated by stepping through each slow-time and summing the signals scattered from each moving target in the scene. The velocity estimation and image reconstruction steps were performed as described in Section II. Note that the image reconstruction and velocity estimation procedure is based on the forward model, which is only an approximation to the method by which the data is collected. These performance analysis simulations used one target moving at 8 m/s. The target’s location is updated according to the slow-time variable, since we make the start-stop approximation in the model.

A. Resolution Analysis Simulations

In the first set of simulations, three different parameters are varied to show their increasing effect on image resolution for a correct hypothesized velocity. Transmitted wavebandwidth, synthetic aperture length, and hitchhiker angle all varied to demonstrate these dominant factors in image resolution.

First, we demonstrate the importance of bandwidth in image resolution. A graphical illustration of this setup is shown in Fig. 4.

The data was generated by stepping through each slow-time and summing the signals scattered from each moving target in the scene. The velocity estimation and image reconstruction steps were performed as described in Section II. Note that the image reconstruction and velocity estimation procedure is based on the forward model, which is only an approximation to the method by which the data is collected. These performance analysis simulations used one target moving at 8 m/s. The target’s location is updated according to the slow-time variable, since we make the start-stop approximation in the model.

A. Resolution Analysis Simulations

In the first set of simulations, three different parameters are varied to show their increasing effect on image resolution for a correct hypothesized velocity. Transmitted wavebandwidth, synthetic aperture length, and hitchhiker angle all varied to demonstrate these dominant factors in image resolution.

First, we demonstrate the importance of bandwidth in image resolution. This was accomplished by changing the sampling frequency of the fast-time variable $t$, which is analogous to the transmitted pulse width and corresponds to bandwidth. The sampling frequency was varied in order to keep the bandwidth in a range around what one would find from available illuminating sources of opportunity, such as digital TV and WiMax signals [9], [16]. Bandwidth was varied from about 3 to 17 MHz. The simulations were performed with two receivers flying over half of a circular synthetic aperture. Table IV shows the bandwidths used, as well as the 3-dB width of the cross-section of the reconstructed target in both the x-direction and y-direction. The decreasing target width indicates an increase in resolution, as we expect from an increasing bandwidth. Figs. 5 and 6 show the reconstructed images, along

<table>
<thead>
<tr>
<th>Bandwidth (MHz)</th>
<th>x-dir 3-dB Width (m)</th>
<th>y-dir 3-dB Width (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.8</td>
<td>83.0</td>
<td>47.3</td>
</tr>
<tr>
<td>5.5</td>
<td>44.0</td>
<td>20.3</td>
</tr>
<tr>
<td>8.3</td>
<td>25.7</td>
<td>15.1</td>
</tr>
<tr>
<td>11.1</td>
<td>23.6</td>
<td>9.9</td>
</tr>
<tr>
<td>13.9</td>
<td>28.5</td>
<td>7.6</td>
</tr>
<tr>
<td>16.6</td>
<td>24.0</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Fig. 5. Results for the case of bandwidth = 2.8 MHz. Top is the reconstructed image and bottom is the plot of the cross-section of the moving target.

Fig. 6. Results for the case of bandwidth = 16.6 MHz. Top is the reconstructed image and bottom is the plot of the cross-section of the moving target.
TABLE V
APERTURE LENGTH OF THE RECEIVING ANTENNAS VERSUS THE 3 dB WIDTH OF THE RECONSTRUCTED TARGET IN EACH DIRECTION

<table>
<thead>
<tr>
<th>Aperture length (s)</th>
<th>x-dir 3-dB Width (m)</th>
<th>y-dir 3-dB Width (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>52.6</td>
<td>4.2</td>
</tr>
<tr>
<td>4.2</td>
<td>26.9</td>
<td>4.3</td>
</tr>
<tr>
<td>6.3</td>
<td>17.6</td>
<td>4.3</td>
</tr>
<tr>
<td>8.5</td>
<td>16.0</td>
<td>4.4</td>
</tr>
<tr>
<td>10.6</td>
<td>14.8</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Fig. 7. Results for the case of aperture length = 4.2 s. Top is the reconstructed image and bottom is the plot of the cross-section of the moving target.

In the second set of simulations, we vary the length of the synthetic aperture. Here, two receivers traversed the circular trajectory separated by a phase of 180° for various amounts of time. The flight time was varied from 2.1 seconds to 10.6 seconds, corresponding to aperture lengths from about 548 m to 2767 m, and the corresponding target cross-section widths are shown in Table V. Here we can see that the cross-range resolution (the x-direction in this scenario) is greatly improved by the increasing aperture length. Figs. 7 and 8 show the reconstructed images, along with the plot of the horizontal cross-sections for the shortest and longest apertures used, respectively.

The third parameter altered was the hitchhiker angle, \( \theta_h \), discussed in Section III. This angle is an important property of the geometry because it directly determines the amount of data that is able to be recovered by the receivers. We vary the angle from 10° to 70° and show the corresponding results in Table VI. Figs. 9 and 10 show the reconstructed images along with the plot of the horizontal cross-sections for the smallest and largest angles used, respectively.

TABLE VI
HITCHHIKER ANGLE BETWEEN THE RECEIVING ANTENNAS VERSUS THE 3 dB WIDTH OF THE RECONSTRUCTED TARGET IN EACH DIRECTION

<table>
<thead>
<tr>
<th>Hitchhiker angle</th>
<th>x-dir 3-dB Width (m)</th>
<th>y-dir 3-dB Width (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>35.1</td>
<td>36.6</td>
</tr>
<tr>
<td>25</td>
<td>14.2</td>
<td>12.8</td>
</tr>
<tr>
<td>40</td>
<td>12.0</td>
<td>9.1</td>
</tr>
<tr>
<td>55</td>
<td>10.6</td>
<td>8.6</td>
</tr>
<tr>
<td>70</td>
<td>10.1</td>
<td>8.4</td>
</tr>
</tbody>
</table>

Fig. 8. Results for the case of aperture length = 21.2 s. Top is the reconstructed image and bottom is the plot of the cross-section of the moving target.

B. Position Error Simulations

This section presents a set of simulations to illustrate the analysis done previously for error in position as a result of an incorrect hypothesized velocity. In each of two scenarios, a short aperture and single target were used to simulate the scenario of an approximately constant look direction and small scene, respectively. In each case, the length of the aperture was 1.1 s and the speed of the moving target was 28 m/s. Additionally, the hypothesized velocity was zero, so the error in velocity was equal in magnitude but opposite in direction to the target’s true velocity.

Figs. 11 and 12 show results for the target traveling parallel and perpendicular, respectively, to the hitchhiker look direction for two antennas. The axes at the bottom-left of each image show these two directions, and the two markers show the true and reconstructed positions of the target. The dark, filled circle is the original location, and the empty circle is the reconstructed location.

Table VII summarizes the numerical results of these simulations. The table shows both the calculated and measured position error for the target in each direction of each simulation. The calculated error was obtained from equations...
Fig. 9. Results for the case of hitchhiker angle = 10°. Top is the reconstructed image and bottom is the plot of the cross-section of the moving target.

Fig. 10. Results for the case of hitchhiker angle = 70°. Top is the reconstructed image and bottom is the plot of the cross-section of the moving target.

(55) and (56), and the measured error was obtained from finding the difference between the true and reconstructed target positions. The first two rows show the error for the first simulation, where the target was moving up and towards the right, parallel to the look direction. In this situation, we obtain error in both directions, since each has a $L \cdot \Delta v$ term.

The last two rows show the results for the second simulation, where the target velocity is approximately perpendicular to the look direction. In this scenario, the error in the look direction is almost zero since the only term that contributes to error in this direction is the dot product between orthogonal vectors. In reality, the error is slightly higher than zero, because only an approximately orthogonal velocity was used, as well as error contributions by numerical rounding and image resolution. An error in the $L$ direction is still found, since this error has contributing terms in addition to the look direction.

Another set of simulations was performed with the same imaging geometry as in the previous scenario but with the speed of the target varying in order to show the linear relationship between velocity error and position error. The target was moving towards the right with a speed ranging
Position Error in $L_{ij}$: Hitchhiker look direction

![Graph showing position error in the hitchhiker look direction](image1.png)

Fig. 13. Plot of the measured (solid) and predicted (dashed) position error along the hitchhiker look direction axis. The error in this direction is generally much smaller, but the increasing relationship between position and velocity error can still be seen here.

Position Error in $L_{ij}$: Transverse hitchhiker look direction

![Graph showing position error in the transverse hitchhiker look direction](image2.png)

Fig. 14. Plot of the measured (solid) and predicted (dashed) position error along the axis of the time derivative of the hitchhiker look direction. One can see from this plot that the position error tends to increase as the hypothesized velocity error increases, and low hypothesized velocity errors yield more accurate reconstructed target positioning.

from 0 to 17 m/s. The position error versus speed is plotted in the look direction, $L_{ij}$, in Fig. 13 and in the derivative of the look direction, $\dot{L}_{ij}$, in Fig. 14. The blue lines show the predicted error, computed from (55) and (56), and the red lines show the measured error. The variations and discrepancies between the predicted and measured errors arise mostly from two factors: the look direction is not constant over the flight trajectory (it must be approximated by the average look direction), and the position of the reconstructed target is estimated by simply extracting the brightest spot in the image. Nevertheless, these graphs clearly demonstrate the increasing nature of the position error as the speed of the target increases.

VI. CONCLUSION

This paper provided a performance analysis of the image reconstruction and velocity estimation method presented in [12]. Specifically we analyzed the resolution in both position and velocity spaces as well as the smearing artifacts from moving targets. The method is an extension of the stationary case investigated in [5]–[7], by collecting signals with a network of mobile, passive receivers. These signals are correlated, and filtered backprojection is used to reconstruct a series of images over a range of hypothesized velocities. Entropy is then used to analyze smearing and choose the focused images with the estimated velocity for each moving target. Performance analysis of this method allows us to identify important factors involved in optimizing the system for high image resolution and accurate velocity estimation.

We began with a quick overview of the important aspects of the algorithm detailed in the first part. Next, a detailed resolution analysis was performed by looking at the form of the data from the forward model. Assuming a correctly hypothesized velocity, the image resolution was determined by looking at the bandwidth of the forward operator. Factors such as signal bandwidth, hitchhiker angle, number of receivers, and scene distance were identified as either contributing positively or negatively toward image resolution. Similarly for velocity resolution, the Fourier vector associated with velocity was analyzed to determine which factors increase or decrease the bandwidth in the velocity dimension of the data. Signal bandwidth, aperture length, and hitchhiker angle all contribute positively toward the velocity resolution. The angular span of the velocity Fourier vectors is increased with a large synthetic aperture or multiple receiver pairs. Increasing the number of receivers contributes to the angle diversity without increasing CPI, which is an important technique when imaging fast-maneuvering targets. The second major area of analysis involved the position error incurred when the hypothesized velocity is not equal to the true velocity. Simplifications were made to then split the error into two components: one in the hitchhiker look direction and the other in its perpendicular direction. We finally illustrated these results via numerical simulations.

Although the goal for this performance analysis was to analyze how imaging parameters affect position and velocity resolution as well as the positioning errors of moving targets, the method is applicable in the presence of additive white Gaussian noise. Under the assumption that the scene reflectivity and additive measurement noise are statistically uncorrelated and the additive measurement noise is zero-mean, then the cross-receiver correlation step yields a new random process (a new additive noise) that is a zero-mean and statistically uncorrelated in both slow-time and fast-time difference of arrival (the $r$ variable). Under these conditions, the filtered-backprojection (FBP) method will provide the minimum mean squared error image, as shown in [17]. For colored noise, the filter can be modified to include prewhitening as we have shown in [18].

In future work, other aspects of performance analysis that are useful may be explored. An analysis that studies the variation in image entropy with respect to hypothesized velocity can be performed. The selection of images from image stack will determine the accuracy of velocity estimates as well as the degree of smearing, since the smearing is a function of incorrect velocity estimates. Therefore, an analysis of entropy, the metric of choice for final image selection, would also provide a valuable understanding to the problem. Other examples
are errors in receiver locations and phase coherence of the received signals. The algorithm and performance analysis both assume we have accurate locations for the mobile receivers at each slow-time; however, it is useful to analyze the error that occurs when there are small deviations between the true position and measured position of the antennas. Furthermore, the received signals at each receiver are combined coherently, so analyzing the effects of phase incoherence would be instructive as well. Additionally, the resolution analysis and position error analysis can be studied further to craft even more intelligent velocity estimation schemes. For example, the position error analysis can be used to describe various smearing artifacts in reconstructed images, which may then lead to an estimate of the velocity from the smears themselves. Finally, this work requires a relatively high bandwidth in order to accurately position the moving targets. However, since many of the available sources of opportunity transmit narrowband waveforms, we will investigate this case in future work.

**APPENDIX A**

**DERIVATION OF THE POSITION ERROR**

We now make the following Taylor series approximations about $\epsilon = 0$ and write

$$
\phi_{ij}(x' + \Delta x', v + \Delta v, s) \approx \phi_{ij}(x', v, s) + \epsilon \partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s)|_{\epsilon=0} + \Delta x' \cdot \nabla_{x'} \phi_{ij}(x', v, s),
$$

(57)

$$
\phi_{ij}(x' + \Delta x', v + \epsilon \Delta v, s) \approx \phi_{ij}(x', v, s) + \epsilon \partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s)|_{\epsilon=0} + \Delta x' \cdot \nabla_{x'} \phi_{ij}(x', v, s).
$$

(58)

Using equations (40), (41), (43), and (44) in (57) and (58) we have:

$$
\epsilon \partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s)|_{\epsilon=0} + \Delta x' \cdot \nabla_{x'} \phi_{ij}(x', v, s) = 0,
$$

(59)

$$
\epsilon \partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s)|_{\epsilon=0} + \Delta x' \cdot \nabla_{x'} \phi_{ij}(x', v, s) = 0.
$$

(60)

We now derive the relationship for the position and velocity errors for (59). The derivative with respect to $\epsilon$ can be found as

$$
\partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s)|_{\epsilon=0} = \partial_{\epsilon}[R_{ij}(x', s) + L_{ij}(x', s) \cdot (v + \epsilon \Delta v) s]_{\epsilon=0} = L_{ij}(x', s) \cdot \Delta v s.
$$

(61)

where $L_{ij}(x', s)$ is the hitchhiker look direction component in $B_{ij}(x', s)$:

$$
L_{ij}(x', s) = \left[ (x' - y_j(s)) - (x' - y_j(s)) \right].
$$

(62)

The gradient with respect to $x'$ is $\nabla_{x'} \phi_{ij}(x', v, s)$, found in (16). Plugging these relationships back into (59), we obtain

$$
L_{ij}(x', s) \cdot \Delta v s = - \nabla_{x'} \phi_{ij}(x', v, s) \cdot \Delta x'.
$$

(63)

This equation describes one of the two sets of solutions for the position error. To fully understand the nature of this error, we must also solve the equation deriving the second set of conditions for the critical set of the phase, shown in (41).

We now derive the error relationship for (60). The first step is to start with the slow-time derivative of the phase $\dot{\phi}_{ij}(x', v, s)$ as

$$
\dot{\phi}_{ij}(x', v, s) = \partial_{x'} R_{ij}(x', s) + \partial_{v} B_{ij}(x', v, s) = -\dot{y}_j(s) \cdot (x' - y_j(s)) + \dot{y}_j(s) \cdot (x' - y_j(s))
$$

$$
+ \frac{1}{|x' - y_j(s)|} \left[ (x' - y_j(s)) \cdot v - \dot{y}_j(s) \cdot v s \right. - (\dot{y}_j(s) \cdot v s)(\dot{y}_j(s) - (x' - y_j(s))) \left. \right]
$$

$$
+ \frac{1}{|x' - y_j(s)|} \left[ (x' - y_j(s)) \cdot v - \dot{y}_j(s) \cdot v s \right. - (\dot{y}_j(s) \cdot v s)(\dot{y}_j(s) - (x' - y_j(s))) \left. \right]
$$

$$
= \frac{(x' - y_j(s)) \cdot (v - \dot{y}_j(s))(\dot{y}_j(s) - (x' - y_j(s))) - (\dot{y}_j(s) \cdot v s) - (\dot{y}_j(s) \cdot v s)(\dot{y}_j(s) - (x' - y_j(s)))}{|x' - y_j(s)|}
$$

(64)

The next step is to find the derivative with respect to $\epsilon$,

$$
\partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s) = (x' - y_j(s)) \cdot \Delta v - (x' - y_j(s)) \cdot \Delta v
$$

$$
= \dot{y}_j(s) \cdot v s + \frac{(x' - y_j(s)) \cdot \Delta v}{|x' - y_j(s)|} - (\dot{y}_j(s) \cdot v s)(\dot{y}_j(s) - (x' - y_j(s)))
$$

(65)

and the gradient with respect to $x'$,

$$
\nabla_{x'} \phi_{ij}(x', v, s) = \nabla_{x'} \partial_{x'} \phi_{ij}(x', v, s) = \nabla_{x'} \dot{y}_j(s).
$$

(66)

The relationship can now be written as

$$
\epsilon \partial_{\epsilon} \phi_{ij}(x', v + \epsilon \Delta v, s) = -\nabla_{x'} \dot{y}_j(s) \cdot \Delta x' - \dot{y}_j(s) \cdot \Delta v s + \frac{(x' - y_j(s)) \cdot \Delta v s}{|x' - y_j(s)|} - (\dot{y}_j(s) \cdot v s)(\dot{y}_j(s) - (x' - y_j(s)))
$$

(67)

$$
= \dot{y}_j(s) \cdot \Delta v s + (x' - y_j(s)) \cdot \Delta v s\dot{y}_j(s) - (\dot{y}_j(s) \cdot v s)(\dot{y}_j(s) - (x' - y_j(s)))
$$

(68)

where $L_{ij}(x', s)$ is the hitchhiker look direction component in $B_{ij}(x', s)$:

$$
L_{ij}(x', s) = [(x' - y_j(s)) - (x' - y_j(s))].
$$

(69)

and

$$
\dot{y}_j(s) = \dot{y}_j(s) - (x' - y_j(s))(\dot{y}_j(s) \cdot (x' - y_j(s)))
$$

(70)

$$
\dot{y}_j(s) = \dot{y}_j(s) - (x' - y_j(s))(\dot{y}_j(s) \cdot (x' - y_j(s))).
$$

(71)
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